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Chapter 1

Introduction

1.1 Genesis

In the beginning there was a word, and the word was “application”. The reviewers
saw that the word was good and so it was accepted. And because of the acceptance
of the word, a small company with a big name (Institute for Meteorological Re-
search — IMR) was founded. So begins the tale of many wonders, and even more
pages, that eventually will culminate in perhaps the biggest wonder of them all:
Yours truly getting a PhD degree in meteorology from the University of Bergen.

Our story begins in 2001 when a project called “Ahrif loftslagsbreytinga 4
tirkomu og vedurfar 4 Islandi” (e. Impacts of climate changes on precipitation and
weather in Iceland) was funded by the Icelandic Research Fund (RANNIS) and was
later to form the backbone of this PhD project, which started formally in February
2002, at the University of Bergen. The main purpose of this modest project was
to map precipitation in Iceland in the current climate. A secondary goal was to
describe possible changes in the precipitation pattern under different climatic con-
ditions. Over the years there have been many side projects and spin-offs from the
original project but, most importantly, there has always been a continuity in this
work. There have further been many changes in the meteorological research en-
vironment in Iceland. Available computational power has increased by orders of
magnitude and numerical models have become more advanced. As a consequence
the number of end-users for meteorological products and know-how has increased,
ranging from local fishermen to to the energy sector through the combination of
weather- and runoff models. New development, which is of great importance, hap-
pened in early 2012 when IMR launched an on-demand weather forecasting system
called SARWeather (Régnvaldsson, 2011). One of the novelties of SARWEather
(short for Search And Rescue Weather) is that it is run on the Amazon EC2 com-
puting cloud. Hence, the need for powerful, and expensive, in-house computing
facility is reduced.



On 30 March 2004, IMR started running numerical weather forecasts twice
daily for Iceland and its surrounding waters. The model resolution was 9 km with
a smaller 3 km resoulution domain covering SW-Iceland. The forecast range was
72 and 24 hours, respectively. Currently, IMR runs model simulations eight times a
day for Iceland and various sub-domains in the North-Atlantic. The forecasts range
from a day up to a week and the grid resolution is between 1 and 27 km. In addition
IMR provides on-demand forecasting service to Iceland Search And Rescue associ-
ation (ICE-SAR) and the Department of Civil Protection of the Icelandic Police as
well as to GDACS — The Global Disaster Alerts and Coordination System. GDACS
is a cooperation framework between the United Nations, the European Commis-
sion and disaster managers worldwide to improve alerts, information exchange and
coordination in the first phase after major sudden-onset disasters.

1.2 Research questions

The subject of this research has mainly been twofold. Firstly, can one use a regional
model to dynamically scale down a coarse resolution global atmospheric analysis to
gain better understanding of temporal and spatial distribution of winds and precipi-
tation in Iceland? Secondly, and closely related to the first one, what, if anything, is
gained by increasing the horizontal resolution of the regional model?

The answer to the first question is of direct economical importance as the ge-
ographical distribution of precipitation and winds in Iceland is poorly known but
very important for hydrological and wind energy applications, both in general and
particularly in the context of climate change. It is also of importance regarding
mapping potential wind energy in Iceland, a subject that is gaining increased inter-
est from the local power sector. The answer to the second question relates directly
to our ability to forecast winds and precipitation in as much detail as possible, and
in so doing helping to save lives and property.

In this thesis new ways to validate numerical simulations of precipitation are
presented and tested. Firstly, comparing simulated precipitation to observations of
accumulated snow over large ice caps and glaciers. And secondly, using results from
numerical model to force a hydrological runoff model. The resulting discharge is
then compared to observed discharge from a large number of individual watersheds.

We will also explore the sensitivity of the numerical simulations to a number
of parameters, including the growth of hydrometeors, mixing in the atmospheric
boundary layer and of the numerical configurations of the models themselves.



1.3 The structure of this work

This thesis is structured as follows: In the next chapter we describe the weather and
climate of Iceland in brief. Chapter three deals with the scientific challenges for
studies of surface winds and precipitation in Iceland. In this chapter we focus on
the availability and quality of observational data. We give a theoretical background
to the meteorological processes related to surface winds and precipitation and how
these processes are modeled by state of the art atmospheric models. Chapter four
contains a short abstract from each of the seven peer reviewed papers presented in
this thesis, followed by general discussions in chapter five. Chapter six gives general
conclusions followed by discussions of future work in chapter seven. Thereafter,
each of the seven research papers is presented in a chronological order.



Chapter 2

Surface winds and precipitation in
Iceland

The objectives of this work is to improve our understanding of how the orography
of Iceland modifies the impinging atmospheric flow. Especially, how the orography
shapes the wind- and precipitation fields. The primary tools chosen for this work
have been the MMS5 atmospheric model (Grell et al., 1995), and from 2007, the
WRF model (Skamarock et al., 2008). Through the study of available observational
data and model results a comprehensive and detailed picture of both spatial and
temporal distribution of these important variables has emerged.

2.1 Climate and weather in Iceland

Iceland is a mountainous island and is located in the N-Atlantic storm track. Due to
this the climate of Iceland is largely governed by the effects orography has on the
flow of extra-tropical cyclones. The weather and climate of most parts in Iceland
is characterized by strong winds, frequent precipitation, mild winters and relatively
cool summers. Mean temperatures are typically close to 0°C in the winter and 10°C
in the summer. Annual precipitation varies considerably. In the lowlands in the
southern part of Iceland, where orographic effects are not dominating, the mean
annual precipitation is about one thousand millimeters but in general less in the
north. Although the amplitute of the seasonal cycle is moderate, there can be large
fluctuations in the weather on a daily basis. These fluctuations are reflected by the
observed weather extremes shown in table 2.1.

The mountains of Iceland contribute to an enhancement of the fluctuations in
the weather. The mountains also cause a large spatial variability of both the weather
and the climate and they lead to local amplification of weather extremes. The ex-
treme temperatures, precipitation and winds shown in table 2.1 are all enhanced



Table 2.1: Observed weather extremes from the beginning of instrumental records.
Data from Vedurstofa Islands (e. The Icelandic Meteorological Office).

| Parameter | Value | Location \ Date
Min temperature —38°C | Modrudalur & | 22 January 1918
Grimsstadir, NE-
Iceland
Max temperature 30.5°C | Teigarhorn, SE- 22 June 1939
Iceland

Max 24 hour precip- | 293.3 mm | Kvisker, SE-Iceland | 9-10 January 2002
itation
Max one month pre- | 971.5 mm | Kollaleira, E-Iceland November 2002
cipitation

Max one year precip- | 4630.4 mm | Kvisker, SE-Iceland 2002

itation

Max ten minute wind | 62.5ms~! | Mt. Skélafell, SW-| 20 January 1998

speed Iceland

Max wind gust 742ms~! | Mt. Gagnheidi, E- | 16 January 1995
Iceland

Min sea level pres- | 919.7 hPa | Vestmannaeyjar 2 December 1929

sure islands, S-Iceland

Max sea level pres- | 1058.5 hPa | Reykjavik, SW- 3 January 1841

sure Iceland

by mountains, either through damming of cold air, warm downslope descent, lo-
cal acceleration of the airflow or by forced ascending motion as in the Kvisker
case of extreme precipitation at the foothills of Mt. Orafajokull. The fact that the
weather in Iceland is to a large extent dominated by synoptic scale weather sys-
tems together with the impact of the terrain offers many scientific challenges. As
these systems, and their interaction with terrain, can be described quite accurately
by present day atmospheric models, this meteorological framework provides con-
ditions where increased spatial resolution in numerical weather prediction models
is likely to produce substantial improvements in the quality of local weather fore-
casts. Furthermore, downscaling of the climate, using limited area models, can give
valuable information about spatial and temporal distribution of temperature, precip-
itation and winds, especially in the data-sparse highlands. The impact of orography
on precipitation in the mountains has an economic aspect, since hydraulic power is
generated only by water that has fallen as precipitation in the mountains, and not in
the lowland. However, most precipitation observations, including long time series,



are from the lowland. Hence, data coverage is poor in the interior and in other high
altitude regions.



Chapter 3

Scientifical challenges for studies of
surface winds and precipitation in
Iceland

3.1 Availability and quality of observational data

Figure 3.1 shows the observational network of weather stations in Iceland. The net-
work consists of stations from Vedurstofa Islands (e. The Icelandic Meteorological

6N | |

sosn | |

64.5°N |-k

63.5°N frioe.

63°N u

26°W 24°W 22°W 20°W 18°W 16°W 14°W

Figure 3.1: Location of observational stations in Iceland. Rawinsonde stations
at Keflavik (SW-Iceland) and Egilstadir (E-Iceland) airports are marked in red.
Contour lines (black) of the terrain are plotted every 500 meters.



Office), Vegagerdin (e. The Icelandic Road Administration), Landsvirkjun (e. The
Icelandic Power Company) and Siglingastofnun (e. The Icelandic Maritime Insti-
tute). The observational instruments are fairly homogeneous, except that anenome-
ter height at the Vegagerd stations is around 6 meters and not 10 meters. From the
figure it is clear that the bulk of the stations are located in coastal and lowland areas.
Upper air observations are only done at two stations, Keflavik airport in SW-Iceland
and Egilstadir airport in E-Iceland, where rawinsondes are released twice a day.
Figure 3.2 shows the location of the operational GPS (e. Global Position Sys-
tem) network run by Héskoli Islands (e. The University of Iceland), Vedurstofa Is-
lands, and Landmzlingar Islands (e. The National Land Survey). Only few of these
stations provide real-time data and could therefore be used to extract information
regarding the vertical profile of water vapor content. As of September 2010, two
stations are part of the International GNSS Service network, in Reykjavik and Hofn
i Hornafirdi. Although observational data from satellites and automatic weather sta-
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Figure 3.2: Location of GPS stations in Iceland in November 2012. Figure courtesy
of the University of Iceland .

tions is ever increasing there is still a lack of observations throughout the boundary
layer and in the interior of Iceland. Without these types of data, it is unclear how

Thttps://notendur.hi.is/runa/cgps.html. Retrieved on 2012-11-08.



much useful information, if any, data assimilation of available surface observations
can add to atmospheric analysis from global models like the ECMWEF? and GFS>.

3.2 Meteorological processes — Theoretical back-
ground

In the late 1940s Charney and Eliassen (1949) showed that topographic Rossby
waves, on the horizontal scale of order 10* km, seemed to explain the existence of
the major 500 hPa trough in the lee of the Himalayas and the Rocky Mountains.
This theory is however not applicable to airflow over Iceland, due to its smaller
horizontal scale. The reason is that stationary waves only occur when U = B/k>.
Here U is the wind speed, B is the change in the Coriolis parameter with latitude
and k is the zonal wave number. This implies a wavelength given by L =2rn+/U /.
With the low B-parameter of Iceland and a typically observed wind speed of 10 m/s
this would result in a wavelength of the order 6800 km, which is totally unrealistic
for such a narrow “mountain” as Iceland (e.g. Kristjdnsson and Mclnnes (1999)).
A more useful approach to understand airflow over and around Iceland would be to
use Smith’s regime diagram (Smith, 1989).

3.2.1 Smith’s theorem

Smith (1989) showed that in order to describe a steady Boussinesq, hydrostatic,
non-rotating flow on a free-slip surface, unbounded above for a given mountain
shape, one only needs two non-dimensional control parameters. The former is the
dimensionless mountain height (also known as the inverse Froude number), h=
Nh/U, where N is the Brunt-Viisili frequency, 4 is the mountain height and U is
the upstream, horizontal wind. The latter parameter r is the horizontal aspect ratio*,
which must be taken into account to describe the dimensions of the mountain.

3.2.1.1 Flow regimes

There are two phenomena that can alter the kinematic or geometric nature of the
flow field. The former is when the flow goes around the mountain instead of over
(i.e. flow splitting) and the latter is when wave breaking occurs above the mountain.
Each of these begins with the formation of a stagnation point (i.e. a point where

Zhttp://www.ecmwf.int

3http://www.noaa.gov

4= ay /ay where a, is the cross-mountain width and ay the along-mountain width. The cross-
mountain width is parallel to the upstream wind direction but the along-mountain width is perpen-
dicular to it.
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the horizontal wind speed becomes close to zero). For small fz, as is usually the
case for small isolated hills, airflow tends to diverge around the hill, but the center
streamline (for a hill with left-right symmetry, but some other streamline if the hill
shape is complex) is still able to climb over the hill top. For larger hills, a stagnation
point can develop on the windward slope. There the center streamline splits and
passes around the hill on both sides.

A stagnation point can also form aloft. At such a point u < U, where U is the
main upstream flow speed, the streamline becomes steeply sloping and overturning
may follow (Smith, 1989).

3.2.1.2 Regime diagrams

Figure 3.3 summarizes the onset of stagnation as a function of the horizontal aspect
ratio r of the mountain and the dimensionless mountain height h. Note that there
are no vertical variations in the upstream values of U and N. The diagram should be
used by fixing a value of r and increasing h from a small value to a larger one until
one of the critical curves is met. If curve A is met first, stagnation begins aloft. If
curve B is met first, stagnation begins on the windward slope.

It can be seen that stagnation begins aloft (curve A) for mountain ridges with a
large aspect ratio, r > 1. Curve B (small dotted line) above curve A should not be
taken too seriously since the influence of wave breaking is not taken into consid-
eration in linear theory (Smith, 1989). For a small aspect ratio, r < 1, stagnation
begins on the windward side of the mountain (curve B). We can now construct three
regimes for hydrostatic flow:

1. Below the critical curves, gravity waves propagate vertically and there is nei-
ther any flow blocking nor wave breaking.

2. Above curve A (large r), wave breaking occurs.

3. Above curve B (large h and small r), stagnation at the surface leads to flow
splitting.

A weakness in Smith’s theory is that it is both inviscid and irrotational,’ and un-
like in nature, the vertical profiles of wind and stability are uniform. According to
Olafsson and Bougeault (1997) the combined effect of rotation and friction will ac-
tually lead to an extension of linear theory resulting in that the qualitative results of
Smith’s theory should still apply for flow with rotation and friction. Olafsson (2000)
extended Smith’s regime diagram by taking into account the effects of rotation and
surface friction. His results are depicted in figure 3.4. It is interesting to note that
the flow is considerably simpler now. Stagnation aloft does not occur and the flow

STt is irrotational in the sense that the Coriolis “force” is absent.
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Figure 3.3: Regime diagram for hydrostatic flow over a mountain. The diagram axes
describe the horizontal aspect ratio, r, and the non-dimensional mountain height,
h. Solid curves A and B are linear theory estimates of flow stagnation, suggesting
where wave breaking aloft (curve A) and flow splitting (curve B) will begin as h
increases. Other regime boundaries above the A and B curves (dashed lines) are
not yet known. Adapted and redrawn from Smith (1989).

is simply either blocked or not blocked. It should be emphasized that this is only
valid for an atmosphere where both U and N are constant with height. The effects of
rotation on the flow are typically described by the non-dimensional Rossby number,
Ro, defined as U/fL, were U is the mean windspeed, f is the Coriolis parameter
and L is the mountain length scale. The Rossby number is a measure of the relative
importance of the Coriolis term in the momentum equations. For Iceland it is in
order to assume L = 300km, U = 10ms~! and f = 10~*s~! resulting in a Rossby
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Figure 3.4: Extension of Smith’s regime diagram, where the effects of rotation and
surface friction are taken into account. Note that stagnation aloft (curve A in figure
3.3) does not occur anymore. Question marks indicate that the exact position of the
line is not known. Adapted and redrawn from Olafsson (2000).

number close to 1/3. At that value, the Coriolis force is important, but the flow is
not geostrophic. As the length scale is reduced as to represent individual mountain
ranges and mountains, the Rossby number increases and the flow becomes less and
less affected by the rotation.

The combined effects of the Rossby number (Ro) and the inverse Froude num-
ber (Nh/U) on the atmospheric flow is shown in Fig. 3.5. The diagramme shows
schematically the patterns of speed-up and slow-down of flow in the vicinity of
mountains as a function of the governing non-dimensional numbers, Ni/U and Ro.
The upper part of the diagramme represents flow at high Rossby numbers (Ro),
where the Coriolis force plays a minor role. At low values of Ni/U, the flow is able
to overcome the potential barrier of the mountain. The maximum wind speed is at
the top of the mountain (hill), but there is relatively little horizontal variability in the
wind speed. At high values of Nh/U, the flow is blocked on the upstream side and
it is deflected on each side of it. In this type of flow, the flow speed is significantly
reduced both inside a so-called upstream blocking as well as in a wake, downstream
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Figure 3.5: Schematic diagram showing the combined effects of Rossby number
(vertical axis) and the inverse Froude number (horizontal axis). Adapted and re-
drawn from Olafsson (2003).

of the mountain. There is, on the other hand, speed-up at the edges of the moun-
tain. These speed-ups are sometimes referred to as corner winds or tip jets. Such a
wind inbetween two mountains is called a gap wind. At high Nh/U, there may be
substantial areas with hardly any wind inside the blocking and the wake, while the
edges of the mountain may experience more than twofold the upstream flow speed.
An intermediate flow pattern exists at values of the Ni/U close to unity (typically
0.5 < Nh/U < 3). Here, vertically propagating gravity waves dominate the flow
field. Aloft, the flow oscillates and on its way down, the flow accelerates, giving
maximum surface wind speed above the slope, at the downstream foothills of the
mountain. Particular structures of the flow, such as inversions or vertical variability
of wind speed may enhance the wave activity, giving extreme surface winds at the
bottom of the wave, downstream of the mountain.

3.2.2 Cloud microphysics

Improving quantitative precipitation forecasting (QPF) over complex topography
has long been a target of research campaigns organized in the numerical weather
prediction (NWP) community. Recent examples of such campaigns are the Mesoscale
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Alpine Program — MAP (Bougeault et al., 2001) and the Improvement of Micro-
physical Parameterization through Observational Verification Experiment — IM-
PROVE (Stoelinga et al., 2003). Although forecasting skills of NWP models have
improved considerably for many variables (e.g. geopotential height and tempera-
ture) over the past years and decades, precipitation has remained somewhat elusive
(Bosart, 2003). One reason for this is that the physics governing the formation of
precipitation are highly complicated, rendering parameterization difficult. Another
reason is that the distribution of precipitation (particularly solid precipitation) over
complex topography as simulated by NWP models is very sensitive to the dynamic
and thermal characteristics of impinging wind (e.g. Chiao et al. (2004)).

According to Stensrud (2007) the reason microphycs parameterization is so
challenging is twofold. Firstly, the phase changes of water that can occur in the
atmosphere are numerous:

Vapor to liquid (condensation).

Liquid to vapor (evaporation).

Liquid to solid (freezing).

Solid to liquid (melting).

Vapor to solid (deposition).

Solid to vapor (sublimation).

As these phase changes do not occur at ideal thermodynamic equilibrium, one has
both to take into account the surface tension of water drops and the surface free en-
ergy for solid particles (Stensrud, 2007). Secondly, the type of precipitation (liquid
vs. solid) is strongly dependent on temperature, and as such, altitude. If the temper-
ature is below 0°C precipitation is in general solid (exception is supercooled water).
Solid precipitation can take many forms, ice crystals, snow flakes, hail, graupel,
all of which vary in shape and size (different shapes and sizes are called “habits”).
Furthermore, the growth of ice crystal habits is both dependent on temperature and
the excess vapor density over ice. Even liquid raindrops are not homogeneous in
size of shape, drops tend to grow as they fall through the atmosphere and collide
with other drops that are in the way. There is however a limit to how big individual
raindrops can get, and large drops have the tendency to split up when they collide
with other drops.

But how does precipitation begin, how does a liquid droplet® form in terms of
thermodynamical principles? To answer this we need to look at a modified version

The distinction between a droplet and drop is usually such that the droplet is assumed to have
sufficiently small terminal fall velocity that it is advected with the ambient flow. Raindrop, on the
other hand, has a significant fall speed v(R), where R is the radius of the drop (Cotton et al., 2011).
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of the Clausius-Clapeyron equation, describing the equilibrium state for a system of
water vapor over curved surface, such as a rain droplet (Stensrud, 2007) [eq. 7.1]:

es(r) = eg(o00)?0/ RO T (3.1)

Here, e; is the equilibrium vapor pressure, G is the surface tension, r is the radius
of the droplet, R, is the gas constant for water vapor, p,, is the density of water
and T is temperature. Finally, es(0) is the saturation vapor pressure over flat liquid
surface given by the unmodified Clausius-Clapeyron equation. Equation 3.1 is often
rearranged to give the saturation ratio S:

S = eS(r) — eZG/VRvaT (32)
eg(°°)

Note that the value of S increases as r (the radius of the droplet) is reduced. A sat-
uration ratio of 1 indicates a 100% relative humidity and that the atmosphere is just
saturated. Observed ratios are typically less than 1.01, i.e. less than 1% supersatu-
ration (Stensrud, 2007). Observations show that the first droplets to form are small
ones and that the observed size of r for these droplets result in a saturation value
around, or over 2, indicating a 100% supersaturation. As said before, supersatura-
tion in the nature seldom exceeds 1%, so it is clear that droplet formation from clear
water is rear.

Aerosols are microscopic particles that are present in the atmosphere. When
mixed with water vapor they act to reduce the evaporation pressure and as such
speed up the formation of droplets. The aerosols act as centers for condensation
and are therefor called “cloud condensation nuclei” (or CCN). The size and volume
of CCN’s varies greatly in the atmosphere, both as a function of height, tempera-
ture and underlying surface. CCN’s in a maritime air mass are bigger than CCN’s
in a continental air mass. This size difference leads to continental air masses hav-
ing more numerous, and smaller, droplets than maritime air. Thus, in general, the
collision and coalescence process is inhibited in nuclei-rich continental air. The
fundamental assumption of many microphysics schemes is that the cloud droplet
concentration, or activated CCN concentration, at cloud base, determine whether or
not a cloud will precipitate (Cotton et al., 2011).

The presence of CCN’s lead to further refinement of the saturation ratio equation
for a diluted solution (Stensrud, 2007) [eq. 7.3]:

g_ el _ (1 B 23 ) 20/ rRupuT (3.3)

r

Here, the parameter b is a function of the solute mass and density, the molecular
weight of the solute and water as well as the degree of ionic dissociation’ of the
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Figure 3.6: Kohler curves showing the equilibrium water vapor supersaturation at
293 K for droplets of pure water (dotted curve) and for droplets containing various
masses of dissolved (NH4),SO4 (solid curves) vs. diameter of the droplet. The water
vapor supersaturation, S(%) = < =

es(e)
the water vapor and eg(0) is the saturated vapor pressure over a plane surface of
water at this temperature. In the indicated example, an ambient water vapor S of
0.15% (dashed line) exceeds the critical value for all ammonium sulfate aerosols
with dry diameter > 0.1um. These aerosols will therefore activate and grow into
cloud droplets, whereas smaller aerosols remain as unactivated haze particles.
Droplets below their corresponding equilibrium curve will shrink by evaporation
whereas those above will grow by condensation (the indicated droplets correspond,
for example, to a dry diameter of 0.05 um). From Andreae and Rosenfeld (2008),
reprinted with permission from Elsevier.

— 1) 100, where ey is the partial pressure of

solute. Figure 3.6 shows the radius r as a function of the saturation ration § at a fixed
temperature, solute type and mass. The shape of r is called a Kohler-curve, it shows

"Dissociation is a general process in which ionic compounds (complexes, or salts) separate
or split into smaller particles, ions, or radicals, usually in a reversible manner. The dissocia-
tion degree is the fraction of original solute molecules that have dissociated. From Wikipedia:
http://en.wikipedia.org/wiki/Dissociation_(chemistry), retrieved on 2012-06-15.
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that for a small radii the solution effect dominate and for large radii the surface
tension effect dominates. Initially, the growth of the droplet is due to condensation
and is proportional to (S — 1)/r (Stensrud, 2007). Consequently, as the droplet
increases in size, its growth becomes slower and droplet growth from collisions and
coalescence becomes the driving factor in transforming a droplet to a raindrop.

Freezing of cloud droplets does not necessarily happen immediately as the tem-
perature drops below 0°C. This is because water droplets are able to maintain super-
saturation relative to ice (remain as liquid water droplets and not freeze) because of
the high surface tension of each micro droplet, which prevents them from expanding
to form larger ice crystals (Rogers and Yau, 1989). Without ice nuclei supercooled
liquid water droplets can exist down to about -40°C. If the ambient temperature is
higher than -40°C, the formation of ice requires ice nuclei (IN), just as the formation
of liquid droplets requires the presence of CCN.

According to Stensrud (2007) there are four processes that are believed to lead
to ice nucleation. These are vapor-deposition, condensation-freezing, immersion-
freezing, and contact-freezing nucleation. Contact-freezing happens when a super-
cooled droplet comes to a contact with an ice nucleus and freezes. Immersion-
freezing is the freezing of a supercooled droplet that has an ice nuclei immersed
within itself. Condensation-freezing is the condensation of water onto an ice nu-
clei to form a embryonic drop, followed by freezing of the embryonic drop. Once
ice crystals have formed they can grow by vapor-deposition, as long as the envi-
ronment is supersaturated with respect to ice. Saturation pressure with respect to
water is higher than with respect to ice, this means that a cloud that is saturated
with respect to water, is supersaturated with respect to ice. As ice crystals grow
by vapor-deposition, the cloud can become sub saturated with respect to water but
still be supersaturated with respect to ice. When this happens, water droplet start
to evaporate, hence enhancing ice crystal growth. This process is called Bergeron-
Findeisen mechanism of ice crystal growth (Stensrud, 2007).

As with liquid drops, collisions and coalescence can also lead to ice crystal
growth. This process is called aggregation and is more complicated than for liquid
phase. This is because ice crystals can come in many different forms, or habits,
which affects how they interlock after collision. For liquid drops, the coalescence
efficiency is near unity, but this is not the case for ice crystals. Snowflakes are
formed via this process.

The process when ice crystals collide with droplet of supercooled cloud water
is called riming. As the initial ice crystal collects more and more supercooled water
it is gradually transformed into a particle called graupel. Although graupel den-
sity varies across a large range it is considerably greater than that of ice crystals
and snowflakes. Graupel particles have typical fall speeds of 1-3 ms~!, they also
serve as embryos for hailstones, which have much greater fall speeds (10-50 ms ™).
Initiation of riming can take a long time as the original particles have very small
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fall speeds as they are light and often flat in shape. But once the particles begin to
fall, riming can be very effective in growing the ice crystals into graupel particles,
assuming there is sufficient supercooled cloud water.

3.3 Modeling of surface winds and precipitation

Atmospheric models are systems of differential equations derived from the basic
laws of physics, fluid motion, and chemistry. These are the momentum equations
that represent Newtons second law of motion®, and the thermodynamic equation
that accounts for both diabatic and adiabatic changes in temperature. In addition
there are the continuity equations for total mass and water vapor and the gas law,
that relates temperature, pressure and density. These equations were first described
in Bjerknes’s 1904 paper Das Problem der Wettervorhersage, betrachtet vom Stand-
punkte der Mechanik und der Physik. The details of the equations where set out by
Lewis Fry Richardson and published in his book Weather prediction by numerical
process in 1922. Following Warner (2011) we now write these equations in their
primitive form for a spherical earth:

U U QU U UVtanp UW 19dp
T e i i T
—2Q(Wcosd —vsind) + Fry (3.4
oV oV IV oV U?tand¢ UW 19p
o Ya TV YRt Ta Td Thay
—2QU sin¢ + Fry (3.5)
ow oW oW oW U?+V? 109p
T R TR
+2QU cos¢ — g+ Fr, (3.6)
oT oTf  oT 1 dH
do_ _,°_, % _ 0 (U oV oW
o Uax Vay Waz 8x+8y+ 0z (3:8)
dqy . dq, dq, dq,
= =US - V@ ~W+Q (3.9)
p=pRT (3.10)

8Newton’s second law of motion states that the net force on a particle is equal to the time rate of
change of its linear momentum p in an inertial reference frame: F = ‘fl—‘l’ = m%, where m is mass,
and v is speed (Feynman et al., 1963)
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where U, V, and W represent the three dimensional winds, p is the density of air,
p is pressure, T is temperature. Q is the rotational frequency of earth, ¢ is latitude,
A is the lapse rate and A4 is the dry adiabatic lapse rate, ¢, is the specific heat at
constant pressure, g is gravitational acceleration, and R is the gas constant for ideal
gas. Here, Fr represents frictional terms, and H and Q, represent sources and/or
sinks of heat and humidity, respectively. These terms, which are written in bold,
need to be parameterized within the model.

These equations cannot be solved analytically but have to be converted to a
form that can be solved by numerical methods on fast computers. Traditionally this
is done by a method called Reynolds averaging, where a variable is split into a mean
(defined as a mean value over a grid cell) and turbulent part. The time development
of the mean part of a variable can be directly resolved by the model (often referred
to as the dynamical core of the model) but the turbulent part represents unresolved
effects. These effects need to be described, or parameterized, in terms of resolved
parts of the equations. Methods to do so will be described in section 3.3.1.

In addition to Reynolds averaging, the equations need to be formulated on a
grid of some sort. There are a number of methods to do so, but the two most
common are the method of finite differences (also known as the grid-point method)
and the spectral method. The spectral method dominates global modeling as it
levitates singularities at the poles that early global models, using finites differences,
were riddled with. This is done be replacing the finite expansions of the variables
with Fourier series, or Fourie-Legendre functions, to represent the horizontal spatial
variation. In the finite difference method a procedure is defined for organizing grid
points in a systematic way over the area of interest, the grid needs not even be
regular (Warner, 2011).

In order to solve the equations the whole planet, or a sub-region of interest, is
covered by a 3-dimensional grid to which the basic equations are applied and evalu-
ated. At each grid point the motion of the air (winds), heat transfer (thermodynam-
ics), radiation (solar and terrestrial), moisture content (relative humidity) and sur-
face hydrology (precipitation, evaporation, snow melt and runoff) are calculated as
well as the interactions of these processes among neighboring points (cf. Fig. 3.7).
The computations are stepped forward in time from days to seasons, or even to cen-
turies depending on the study. State-of-the-art coupled ocean-atmosphere models
now include interactive representations of the ocean, the atmosphere, the land, hy-
drologic and cryospheric processes, terrestrial and oceanic carbon cycles, and atmo-
spheric chemistry. The accuracy of these models is limited by lack of observations,
grid resolution and our ability to describe the complicated atmospheric, oceanic,
and chemical processes mathematically. Despite some imperfections, models simu-
late remarkably well current climate and its variability (IPCC, 2007). More capable
supercomputers enable significant model improvements by allowing for more accu-
rate representation of currently unresolved physics.
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Figure 3.7: Atmospheric models are systems of differential equations based on the
basic laws of physics. The models calculate winds, heat transfer, radiation, relative
humidity, and surface hydrology within each grid box and evaluate interactions with
neighboring points. Figure courtesy of UCAR®.

As of autumn 2012, the horizontal grid resolution of the two most widely used
global atmospheric forecast models is about 14 and 28 km (0.125°and 0.25°). These
models are the European Centre for Medium range Weather Forecasts — ECMWF
model, and the Global Forecast System — GFS model, respectively. Both modeling
system simulate weather forecasts four times a day for the whole globe that span
over two weeks.

Even at such high horizontal resolution, many important flow features are left
unresolved. To tackle this shortcoming of the global models, one can use regional,
or local area, weather models. These models only cover a fraction of the globe
(hence the name regional, or local area) and are typically forced by initial and
boundary data from a global model. Consequently they can be run at a higher
horizontal resolution for the fraction of the computation power that would other-
wise have been needed to run the global models at the same resolution. As the true
orography is better resolved, so to the interaction between the surface and the atmo-
spheric flow can be better resolved. These improvements in the simulated flow can
be expected to be especially evident in mountainous regions like Iceland.

But how are winds and precipitation simulated within an atmospheric model,
global or regional? An important feature of any numerical atmospheric model are
the parameterization schemes. It is within these schemes, and through their interac-
tion, that the various processes within the atmosphere are simulated. We will now
look in more detail on two types of parameterization schemes that are of great im-
portance when simulating surface winds and precipitation. These are the planetary

http://www?2.ucar.edu/news/understanding-climate-change-multimedia-gallery, left figure, and
http://www.meted.ucar.edu/mesoprim/models/print.htm, right figure. Retrieved on 2012-06-23.
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boundary layer schemes and the microphysics schemes.

3.3.1 Planetary boundary layer schemes

The lowest part of the atmosphere is generally called the atmospheric boundary
layer, the planetary boundary layer, or simply the boundary layer. The depth, or
thickness, of the boundary layer is typically defined as the distance through which
energy fluxes from the earth’s surface (e.g. temperature change or a forced ascend
due to an obstacle) can reach within one hour. Stull (1988) [p. 2] defines the bound-
ary layer as “the part of the troposphere that is directly influenced by the presence
of the earth’s surface, and responds to surface forcings with a timescale of an hour
or less!®”. It is within this part of the atmosphere that we humans spend the bulk of
our live.

The depth of the boundary layer typically varies between 1 and 2 km, but can
range from tens of meters to 4 km or more (Stull, 2006) [p. 375]. In atmospheric
modeling the generation of these surface energy fluxes are parameterized using dif-
ferent models from the PBL models. These Land Surface Models (LSM) handle the
interaction between the earths surface (both land and water) and the atmosphere as
well as modeling the interaction between soil and vegetation and the atmosphere. It
is through the LSM’s that the surface energy fluxes are described and in turn form
a lower boundary condition for the PBL models. How these energy fluxes influence
the lower atmosphere depends on the PBL scheme.

The transport of energy up through, and within, the boundary layer is turbulent
in nature. The source of turbulence can both be sensible heat flux from the ground
(warm air being more buoyant than cold) and wind shear. The relevant importance
of these two main sources of turbulence varies both temporarily (e.g. more heat flux
during the daytime than at night) and spatially.

The equations of motion could in theory be applied directly to turbulent flow.
This would however require very small grid spacing in order for the model to cor-
rectly simulate the flow behavior. Even with a grid spacing of 50 meters, there
would still be sub-grid eddies whose influence on the flow would need to be ac-
counted for. A common method to describe the effects of sub-grid eddies in con-
tributing to the overall mixing in the boundary layer is called Reynolds averaging.
Reynolds averaging gives a statistical approach to the eddy effects. The idea behind
the technique is to separate a variable into a time averaged part and a perturbing
part.

U=i+u (3.11)

101t should be noted that this only applies to fluxes of moisture, heat and momentum. Perturbations
due to surface-generated gravity waves are obviously outside the framework of this definition, as
such waves may travel fast through the entire troposphere and further upwards
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The i can also be regarded as the part of U that can be resolved on the grid of the
numerical model in question. Consequently, the perturbation part, the u, is the sub-
grid fluctuation around the grid-resolved value. The perturbations are defined such
that their time average equals zero (i.e. ' = 0). Also, the product of two variables,
U,and V, give:

UV =mw+uV (3.12)
When using this technique on the momentum equations, the perturbations are as-
sumed to represent the effects of turbulence. For a detailed description of how this
is done, we refer to Stull (1988) and Stensrud (2007). Following Stensrud (2007)
we define the following:

e x; as a generic distance, with x; = x,x; = y,x3 =2
e u; as a vector, with uy = u,up = v,uz =w
e J; as a unit vector, with §; =i,8, = j, 03 =k

and 9d,,, as the Kronecker delta which equals 1 when m = n but is zero otherwise.
Finally, we define the unit tensor € as:

41, if i, j, k are in ascending order
€k = —1, 1ifi, j, karein descending order
0, otherwise

using this, the equations of motions, assuming the Boussinesq assumption and after
Reynolds averaging, can be written like this (eq. 5.12 in Stensrud (2007)):

_ 2- a /. /.
ia—p +va—bé’ )
pax,- 8xj ax]'

om;  _ 0ij _

o o T

—di3g + feij3i; — (3.13)

The second term on the right hand side represents the Coriolis effect and the fourth
term represents molecular viscosity, and is generally ignored in praxis. The last
term on the right hand side is the covariance, or Reynolds stress, term. As this term
is not predicted explicitly it can either be parameterized, or additional equations
can be derived to predict it. Doing the latter will however result in yet more terms
that are not explicitly predicted (namely duju’;u; /dx;). The unknown is now a triple
correlation term. If one would derive equations to solve for these, one would in turn
create a quadruple term, and so on, and so on. This cascade of creation of unknown
terms is referred to as the turbulence closure problem.

As there will always be more unknowns than there will be equations one needs,
at some point, to parameterize the solution for the unknown terms by relating them
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in some way to known variables. It is these unknown terms that contain the un-
resolved sub-grid motion. It is through the closure formulation (or parameteriza-
tion) that the mixing from the sub-grid is introduced into the equations for large
scale motions (the resolved part of the motion) within the PBL scheme. It is
important to note that this sub-grid mixing, as handled by PBL schemes, is one-
dimensional. That is, mixing in the horizontal is assumed to be an order, or orders,
of magnitude less than in the vertical. Hence, its effects are dismissed when the
equations of motion are derived for the various PBL schemes. This assumption
breaks down when the horizontal scale of the model becomes of the same order of
magnitude as the length scale of the energy- and flux-containing turbulence. This
numerical region is termed “Terra Incognita” by Wyngaard (2004).

The “order” (also called “level””) of a PBL scheme refers to where in this cas-
cade of terms one decides to parameterize the correlation terms. First order schemes
only include equations for the state variables (u,v,w,T,q), i.e. winds, temperature
and humidity (also known as first moments). The covariance terms, like u'v', are
parameterized. Second order schemes in turn include explicit description of both
the first moments and the covariance terms, but parameterize the triple correlations
terms. There are also PBL schemes were not all of the covariance terms are explic-
itly described, such schemes are referred to as 1.5-order schemes. The main reason
for using higher order is the assumption that crude description of the third moments
(i.e. parameterization of the triple correlation terms) will give a better forecast of
the second moments.

Another deciding factor for a PBL scheme is how the equations are integrated
vertically. If only neighboring points are used, the scheme is referred to as being
“local” (or “local closure” scheme). On the other hand, if information from the
whole vertical column is used, the scheme is called “non-local” (also known as
“non-local closure” schemes). Local and non-local PBL schemes both have their
pros and cons. In general, non-local scheme are better equipped to describe dry
convective boundary layers that typically evolve over warm areas such as summer-
time Arizona. Under such conditions the day-time boundary layer can become very
deep. Bright and Mullen (2002) report of 2 km deep boundary layer, and even
exceeding 3 km depth. In this study, Bright and Mullen (2002) also showed that
local PBL schemes consistently under predicted the depth of the day-time Arizona
boundary layer, often by a factor of two. The local schemes also over predicted the
convective available potential energy (CAPE) by a factor of two, whilst non-local
schemes performed well under these conditions. The reason local closure scheme
have difficulties under these conditions is that the vertical mixing is to a large extent
governed by very large eddies. Hence, relative difference in the vertical transport
between few model levels is negligible. In short, the local models don’t see the
“big picture”. A clear benefit local closure models of order 1.5, or higher, do have
over non-local ones is the ability to predict the intensity of turbulent kinetic energy
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(TKE). Information about TKE is important for air quality studies and dispersion
studies in general, e.g. to model the distribution of volcanic ash in the atmosphere.

The dominant mechanism for boundary layer development is turbulence. Dur-
ing daytime production of turbulence is in general dominated by buoyancy gradients
produced by surface forcing. Wind shear is usually the dominant factor in turbu-
lence production at night. As horizontal resolution is increased horizontal gradients
of wind shear may contribute to the production of turbulence. At present, only ver-
tical movement is taken into consideration, the PBL schemes are one dimensional.
Direct influences of clouds on the development of the boundary layer are not in-
cluded either.

Closure constants for PBL schemes are in general estimated from observed data.
This data in turn stems from relatively few observations periods and/or locations.
Generally, the data is collected in areas where the terrain is flat and the land use
characteristics is homogeneous. This is done in order to observe the boundary layer
development under pristine conditions. This may however result in the develop-
ment of BL schemes that have considerable problems simulating the development
of arctic boundary layer or the boundary layer in complex terrain.

3.3.2 Microphysics schemes

Warner (2011) lists up a number of microphysical processes that need to be param-
eterized in a numerical model:

e Condensation — Liquid droplets form when water saturation is exceeded at
temperature from -40°C to above freezing. The condensation takes place on
CCN particles.

e Accretion — In the warm-cloud process, i.e. within clouds that the ice phase
does not play a significant role, droplets with different masses have different
fall velocities, and the resulting collisions between droplets can result in coa-
lescence and droplet growth. As a droplet grows, so does its vertical velocity
relative to smaller droplets, thus increasing the rate of collisions.

e Accretion by frozen particles — Snow, graupel, or hail collect other solid or
liquid particles as they fall.

e Evaporation — Cloud droplets and raindrops can evaporate.

e Ice and snow aggregation — Aggregation is the process when ice crystals and
snow flakes collide and coalesce.

e Vapor deposition — Ice crystal growth via the Bergeron-Findeisen mechanism.
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e Melting — As snow flakes fall into the lower troposphere, below the freezing
level, they may melt and form raindrops. Similarly, hail and graupel begin to
melt as they fall below freezing level.

e Freezing — Water droplets freeze in the presence of IN, riming involves the
freezing of water droplets that collide with ice crystals, and raindrops can
freeze to form graupel.

Microphysical schemes are typically grouped into “bulk™ and “bin” models. Bulk
models use a distribution function (e.g. that of Marshall and Palmer (1948)) to de-
scribe the distribution of hydrometeors in the atmosphere. These models predict
the particle mixing ratio (total mass per unit volume of air), and sometimes the to-
tal particle concentration as well. The former are named single-moment schemes,
and the latter double moment schemes. The benefit of using double-moment com-
pared to single-moment methods is that they predict both number concentration and
mixing ratio and are therefore able to derive the broad features of the drop size dis-
tribution. In doing so, the double-moment scheme improves the representation of
growth processes and precipitation formation (Cotton et al., 2011) and as such can
be used over a wider range of environments. Triple-moment scheme also exist, but
only if the distribution is described using a Gamma'! function. In that case, the third
moment describes the shape parameter k (Warner, 2011). In contrast, bin models
do not use distribution functions but instead divide the particle distribution into a
finite number of categories (or “bins”). The particle distribution into bins requires
considerable more computing power than the bulk approach and a poor knowledge
on ice phase physics results in potentially inaccurate representation of the evolution
of ice particle concentrations (Stensrud, 2007). Due to this, bin models are currently
not part of any operational models, unlike bulk schemes, and are used only in a few
research models.

3.3.2.1 Bin parameterizations

The approach to model microphysics processes in clouds by explicitly resolving the
evolution of hydrometeor size spectra is referred to as the bin-resolving technique.
The temporal evolution of the spectral density f(m) of cloud droplets of mass m to
m = 9dm/2 can be written as (Cotton et al., 2011):

afa(zm v (m) - w + G(m)]gain + G (m) |1oss (3.14)

—+ B(m) ’gain + B(m) hoss + T(m)

"n probability theory and statistics, the gamma distribution is a two-parameter family of con-
tinuous probability distributions. It is common to parameterize it with a shape parameter k£ and a
scale parameter 6. From Wikipedia: http://en.wikipedia.org/wiki/Gamma_distribution, retrieved on
2012-06-18.
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where 71 is the total derivative of the mass, n = %—’? = aa#f + M%—T + v%—’y’,’ + w%—’?.

In (3.14) N represents nucleation, G represents collection, B represents breakup,
and T represents the sum of both mean and turbulent transport processes. N is the
production of droplets of mass m by the nucleation of such droplets on activated
CCN. This term is kept in (3.14) only if the droplet spectrum f(m) is truncated at
some small droplet mass. The second term on the right hand side is the divergence
of f(x) due to continuous vapor mass deposition on droplets growing at a rate of
i1, where m is a function of the droplet mass, its solubility in water, and the local
cloud supersaturation. The third and fourth terms represent, respectively, the gain
and loss due to the collision and coalescence of cloud droplets. The fifth and sixth
terms represent, respectively, the gain and loss of the spectral density f(m) due to
breakup of droplets.

A common approach to solve (3.14) is to discretize f(m) into 40 to 70 elements
and then integrate the equations by finite element approach (Cotton et al., 2011).

3.3.2.2 Bulk parameterizations

The distribution of ice and liquid particles in the atmosphere can, to a certain extent,
be described by an inverse exponential function, first suggested by Marshall and
Palmer (1948):

n(D) = nge P (3.15)

where D is the particle diameter (m), n is the number of particles per unit volume
(m™*), A is the slope parameter that defines the fall off of particles as the diameter
increases (m ™), and ng is the intercept parameter that defines the maximum number
of particles per unit volume at D = 0 size (Stensrud, 2007). The gamma distribution
has also been used to describe particle distribution, it differs from that of Marshall
and Palmer mainly for very small droplets.

An important assumption that is generally made within bulk models is that non-
precipitating hydrometeors have zero fall speed, i.e. they simply move with the
ambient flow. It is not until the droplet (liquid or solid) has reached a certain size that
it can be regarded as a precipitating particle (raindrop, snowflake, hail, or graupel
particle). Berry and Reinhardt (1974) demonstrated that a natural break between
cloud and raindrops occurs at a radius of 50 um.

The bulk microphysics schemes differ greatly in complexity, both with regard
to how many types of interactions between particles are assumed (phase and habit
changes) and also how the interactions between different particles are described.
The equations that describe the evolution of the microphysical variables do however
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all follow a similar structure:

% =—ADV (qx) + TURB(qx) (3.16)

+(Pil+Py+Ps+Py+Ps+---)

where ¢, is any microphysical variable (e.g. mixing ratios of water vapor, cloud
water, rainwater, ice, snow, and graupel), ADV represents the advective processes,
TURB the turbulent processes and P; represents the various tendencies from the
microphysics parameterization (Stensrud, 2007).

Parameterization of warm rain condensation The approach to create condensed
particles in microphysical parameterization schemes differs somewhat from what
happens in nature and was described in section 3.2.2. Rather than predicting the
aerosol composition itself (like size, shape and chemical properties), and from it
predict the droplets formation and growth the scheme rather try to forecast the
droplet formation based on other known model parameters, in particular the mixing
ratios. To predict aerosol development and resulting droplet formation would be a
fiendishly complex task.

Following Stensrud (2007) we now describe how the increase in cloud water,
due to condensation, over a single integration time step is approximated. The
methodology follows that of Asai (1965) and is used in most bulk microphysics
schemes.

When water vapor condenses and cloud droplets are formed the following su-
persaturation conditions is assumed to hold:

Gv—Gvs =M >0 (3.17)

where g, is the water vapor mixing ratio, ¢, is the saturation vapor mixing ratio,
and OM represents the total possible condensed water. Note that dM is the sum
of two variables; dM; is condensed water and dM, is the increase in the water
vapor mixing ratio stored in the air. The latter variable is due to latent heat release
from condensation that increase the air temperature and consequently the saturation
mixing ratio. The equation for latent heat

R/cp

0="T <@> (3.18)
p

can be used to express the warming due to condensation

R/c
56— v <@> "o, (3.19)
Cp p
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where L, is the latent heat of vaporization that is needed to be given to a unit mass
of material to convert it from liquid to vapor without changing the temperature.
The specific heat at constant pressure is denoted by ¢, po is the surface pressure,
and p is the pressure. The Clausius-Clapeyron equation for the variation of the
equilibrium vapor pressure e; with temperature 7 can be written as (Wallace and

Hobbs, 2006):
d L
b (3.20)
dT  T(a,+oy)
where @, is the unit mass of vapor and o is the unit mass of liquid. As o, > a,
equation (3.20) can be approximated as:

deg N L,
dT T,

(3.21)

Because @, is the specific volume of water vapor that is in equilibrium with liquid
water at temperature 7', the pressure it exerts at T is e;. Therefore, from the ideal
gas equation for water vapor, e;0, = RT, we can rewrite equation (3.21) as:

des  Lyey
dT  R,T?

(3.22)

The partial pressure exerted by any constituent in a mixture of gases is proportional
to the number of moles of the constituent in the mixture. Therefore, the pressure e
due to water vapor in air is given by (Wallace and Hobbs, 2006):

ny

ny M
e= = = 3.23
notng WP G:23)

Here, n, and n, are the number of moles of water vapor and dry air in the mixture,
respectively, M,, is the molecular weight of water, M, is the apparent molecular
weight of dry air, and p is the total pressure of the moist air. As the mixing ratio
gy is defined as m, /my (i.e. the ratio between the mass of water vapor to that of the
mass of dry air) one can re-write equation (3.23) as:

Qv

e = 3.24
qv+8p (3.24)
where
R, M
e=—-4_""_0622
R, M,

where R; and R, are the individual gas constants for dry air and water vapor, re-
spectively. As € > g, equation (3.24) can be simplified to:

qvp
€

~

(3.25)
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We can now use equation (3.25) to rewrite equation (3.22) as:

o(82) = B

which, at a constant pressure, simplifies to

LVqVS
R,T2

We now use the equation for potential temperature (3.18) to replace dT for d in
equation (3.26), such that

Lv‘]vs Po b
dgys=——=|— | dO 3.27
qvs Rvez < D ) ( )

where k¥ = R/c,,. Finally, replace d6 with 80; to represent the warming effect of
condensation and dg,; with M, to represent the increased saturation mixing ratio
due to warming. This leads to (Stensrud, 2007)

L? (po ZKQ
M, =— (2] ZZm 3.28
2 chv<p> gz M1 (3.28)

and so the ratio of dM, /OM is

oM, 1

M T [T (L2 )epR) (po/ p) PN (9 /67)]

The increase in cloud water over a single model time step Ar due to condensation,
Pconp, 1s

(3.29)

Pconp = (r18M)/At (3.30)

The value of Pconp is the number of droplets created by condensation over the
integration time step Az. In some microphysics schemes, the value of the adjust-
ment factor 7| is held constant, but in general it varies between values of 0.25 to
0.9 for a lapse rate of 6.5°C/km~! (Asai, 1965). If the supersaturation of the en-
vironment is less than a chosen critical value, evaporation occurs using the same
parameterization. In theory this value should be 1, i.e. 100% Relative Humidity, but
in reality it often needs to be less in order for the scheme to be able to start pro-
ducing droplets via condensation. The reason is that it may be very difficult for a
scheme to make a whole grid box supersaturated, especially if the model resolution
is relatively coarse. Currently, for the GFS global model (which has a horizontal
resolution of 0.25° ~ 28km) this critical value is set to 0.85, i.e. at 85% Relative
Humidity, the scheme starts producing droplets via warm rain condensation.
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Parameterization of ice initiation The representation of ice-phase microphysical
processes in a cloud model is greatly complicated by the variety of forms of the ice
phase, as well as by the numerous physical processes that determine the crystal
forms. Moreover, in contrast to the physics of warm rain formation, the physics
of ice-phase is less understood. The result is that in many cases the formulation
of parameterization schemes for ice-physics, based on detailed theoretical models
and/or observations, cannot be done (Cotton et al., 2011).

Stensrud (2007) states that observed concentrations of ice nuclei appears to be
sufficient to explain ice crystal concentration in some atmospheric clouds. Know-
ing the ice nuclei concentrations makes it possible to calculate the concentration
of vapor-activated ice crystals. Given the ice crystal concentration, knowledge of
the mass of a typical ice crystal is sufficient to calculate the value for the cloud
ice mixing ratio. Consequently, most parameterization schemes assume that cloud
ice forms when in the presence of ice nuclei when the air is supersaturated with
respect to ice and the air temperature is below freezing. This assumption allows
observations of ice nuclei to be used as the basis for these schemes.

Fletcher (1965) derived an empirical formulation relating the formation of ice
nuclei with temperature:

Ny = Aexp(BTy) (3.31)

where N is the number concentration of active ice nuclei per liter of air, 7 is the
number of supercooling (the temperature in °C), B varies from about 0.3 to 0.8 and
A is about 107 liter ! (Cotton et al., 2011). The initiation rate of cloud ice is then
described as (Stensrud, 2007):

m;n, 1
Picp = —q; | — 3.32
ICE ( i qz) A (3.32)

where g; is the cloud ice mixing ratio, m; is the mass of a typical ice particle and
At is the integration time step of the model. A different relationship between ice
particle number concentration and temperature is proposed in Meyers et al. (1992):

ne = 1000exp {—0.639 1+12.96 <ﬂ - 1)] (3.33)
qvsi

where ¢, is the saturation water vapor mixing ratio over ice. Dudhia (1989) uses
the Fletcher parameterization for ice initiation but Reisner et al. (1998) indicate
that the Fletcher scheme overestimates ice nucleation at very low temperatures.
Consequently, the value of T is not allowed to go below a certain threshold value
(T =246K) in the Reisner scheme. Equation (3.33) is used in the scheme of Schultz
(1995), but is not allowed if ice is already present. This is done because ice nucle-
ation is a much slower process than deposition growth of ice crystals (Stensrud,
2007).
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The simple Dudhia (1989) scheme regards solid hydrometeors either as snow or
ice if the temperature is less than 273 K, with these hydrometeors turning into rain
and cloud water, respectively, if the temperature rises. The interactions between
the hydrometeor types are also relatively simple; ice can turn into snow and water
vapor, water vapor can turn into ice or snow, but snow can only turn into vapor. If the
temperature is above the freezing level of water than vapor can only turn into cloud
water, cloud water can turn into vapor or rain, and rain can only turn into vapor
(cf. Fig. 3.8). Other schemes can be considerably more complicated, allowing for

273K

Figure 3.8: Illustration of the michrophysical processes available in Dudhia (1989)
microphysics scheme. Adapted from Stensrud (2007).

the existence of all hydrometeors at the same time and various interactions between
said hydrometeors.

As most microphysics schemes assume that non precipitating hydrometeors are
advected with the ambient flow it is clear that the description of the boundary layer
can greatly affect the precipitation field. It should however be noted that the descrip-
tion of the microphysical processes do also affect the boundary layer behavior. This
can be explained by a simple thought experiment. Envision a parcel of moist air be-
ing advected towards a mountain. As the parcel approaches the obstacle it is forced
to ascend and is no longer in equilibrium with its environment. Through adiabatic
processes there will be a change (either positive of negative) of heat due to forced
phase change of the parcel. This heat change in turn can affect the static stability
of the layer, and if this layer is near the mountain height, upstream of the moun-
tain, this can enhance, or diminish, the likelihood of a down-slope wind-storm. The
importance of this mechanism was demonstrated in Rgnvaldsson et al. (2011).
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3.4 Dynamical downscaling

Dynamical downscaling is a method for obtaining high resolution climate, or cli-
mate change, information from relatively coarse resolution global climate models
(GCMs). Typically, GCMs have a resolution of 100-200 km by 100-200 km. Fig-
ure 3.9 shows how the resolution of global models, used for the IPCC evaluation
reports, has increased over the years. Many impact-models require information at
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Figure 3.9: The horizontal grid resolution of the global models used for the
IPCC climate evaluation reports has steadily increased. Figure courtesy of IPCC,
http://www.icpp.ch.

scales of 10 km or less, so some method is needed to estimate the smaller-scale
information.

The idea behind dynamical downscaling is relatively simple. Take output from
a coarse resolution model, e.g. a Global Circulation Model (GCM), and use it to
force a Limited Area Model (LAM) at a higher horizontal and vertical resolution.
As resolution is increased, processes governed by the interaction of the large scale
flow and topography become better resolved by the models. One drawback of this
approach, which is not present in global climate models, is that the simulations
are dependent on the lateral boundary conditions. These can constrain the model
dynamics and hence affect the results (e.g. Warner et al. (1997)). To minimize
the constraining effects of the boundary conditions, Qian et al. (2003) suggested
consecutive short term integration, overlapping in time as to minimize the effects of
spin-up, instead of a single long term integration. Other investigators (e.g. Giorgi
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and Mearns (1999)) opt for longer integration times, emphasizing the importance
of the model to be free to develop its own internal circulations.

It should be pointed out that state of the art LAM, such as the WRF model, have
the possibility of “nesting”, i.e. one can create a relatively coarse outer domain and
“nest” smaller domains, at a higher horizontal resolution, within this “mother of
all domains” (MOAD). This approach can than be used to minimize the negative
effects of coarse resolution boundary effects, granted that the MOAD is sufficiently
large to allow the LAM to create its own atmospheric flow.
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Chapter 4

Overview of peer reviewed articles

4.1 Paper I: Mapping of precipitation in Iceland us-
ing numerical simulations and statistical model-
ing

Precipitation in Iceland during a period of 10 years is simulated with the PSU/NCAR
MMS5 model. The results are compared with precipitation estimated by a statistical
model based on observations and a number of topographic and geographic predic-
tors. The simulated precipitation pattern agrees with the statistical model in ar-
eas where data is available and gives a credible precipitation pattern in data-sparse
mountainous regions. The simulation is however in general overestimating the pre-
cipitation, but the magnitude and the seasonal and geographical distribution of the
overestimation indicate that it is to some extent associated with observation errors
that are due to wind-loss of solid precipitation. There are also uncertainties asso-
ciated with the representativeness of the observations as well as with the reference
model itself.

4.2 Paper II: Numerical simulations of precipitation
in the complex terrain of Iceland — Comparison
with glaciological and hydrological data

Atmospheric flow over Iceland has been simulated for the period September 1987
through June 2003, using the PSU/NCAR MM35 mesoscale model driven by initial
and boundary data from the European Centre for Medium-range Weather Forecasts
(ECMWF). The simulated precipitation is compared with two types of indirect pre-
cipitation observations. Firstly, snow accumulation on two large ice caps in SE-
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Iceland and on two large glaciers in central Iceland. Secondly, model output is used
as input to theWaSiM-ETH hydrological model to calculate and compare the runoff
with observed runoff from six watersheds in Iceland for the water years 1987-2002.
Model precipitation compares favourably with both types of validation data. The
seasonal and inter-annual variability of precipitation is investigated at low as well
as high altitudes. The simulations reveal a negative trend in the winter precipitation
in W-Iceland, but a positive trend in the ratio of lowland precipitation to mountain
precipitation in E-Iceland. There is in general a substantial inter-annual variability
in the ratio of lowland precipitation to precipitation in the mountains, especially
in E-Iceland, emphasizing the limitation of precipitation observations in the low-
lands as a proxy for precipitation in the mountains. In order to assess the impact
of orography on the precipitation climate of Iceland, precipitation is simulated with
flat Iceland and compared to a simulation with true orography. It is found that the
mountains contribute to a total increase of precipitation in Iceland of the order of
40%.

4.3 Paper III: Sensitivity simulations of orographic
precipitation with MMS and comparison with ob-
servations in Iceland during the Reykjanes EX-
periment

This paper presents a study of the sensitivity of numerically simulated precipitation
across a mesoscale mountain range to horizontal resolution, cloud condensation nu-
clei (CCN) spectrum, initiation of cloud ice, numerical treatment of horizontal dif-
fusion and initial and boundary conditions. The fifth generation Penn State/National
Center for Atmospheric Research (PSU/NCAR) Mesoscale Model (MMY) is used
in the study, in which the model is run at 8, 4 and 2 km horizontal resolutions and
with a number of microphysical and numerical configurations. The model simulated
precipitation is compared to the observed precipitation over the Reykjanes moun-
tain ridge during the Reykjanes Experiment in Southwest Iceland in the autumn of
2002. Improvements in representation in topography at increasing horizontal reso-
lutions yield large improvements in the accuracy of the simulated precipitation. At
8 km horizontal resolution the simulated maximum precipitation is too low, but the
simulated precipitation upstream of the mountains is too high. The absolute values
and the pattern of the precipitation field improve stepwise when going from hori-
zontal resolutions of 8 km to 2 km, with the main contribution being when going
from 8 km to 4 km. Calculations of diffusion and ice initiation do not seem to have
a large impact on the simulated precipitation, which is on the other hand quite sen-
sitive to the CCN spectrum. The simulations underestimate the precipitation over
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the downstream slopes of the mountain ridge by factors of 2-3. There are indica-
tions that this underestimation may be associated with a systematic overestimation
of downslope winds, and possibly descending motion, by the model.

4.4 Paper IV: Extracting statistical parameters of ex-
treme precipitation from a NWP model

Precipitation simulations on an 8 km grid using the PSU/NCAR Mesoscale Model
MMS are used to estimate the M5 and C; statistical parameters in order to sup-
port the M5 map used for flood estimates by Icelandic engineers. It is known a
priori that especially wind anomalies occur on a considerably smaller scale than
8 km. The simulation period used is 1962-2005 and 73 meteorological stations
have records long enough in this period to provide a validation data set. Of these
only one station is in the central highlands, so the highland values of the existing M5
map are estimates. A comparison between the simulated values and values based
on station observations set shows an M5 average difference (observed-simulated) of
-5 mm/24 h with a standard deviation of 17 mm, 3 outliers excluded. This is within
expected limits, computational and observational errors considered. A suggested
correction procedure brings these values down to 4 mm and 11 mm, respectively.

4.5 Paper V: Validation of Numerical Simulations of
Precipitation in Complex Terrain at high Tempo-
ral Resolution

Atmospheric flow over Iceland has been simulated for the period January 1961 to
July 2006, using the mesoscale MMS model driven by initial and boundary data
from the ECMWE. A systematic comparison of results to observed precipitation
has been carried out. Undercatchment of solid precipitation is dealt with by looking
only at days when precipitation is presumably liquid or by considering the occur-
rence and non-occurrence of precipitation. Away from non-resolved orography, the
long term means (months, years) of observed and simulated precipitation are often
in reasonable agreement. This is partly due to a compensation of the errors on a
shorter timescale (days). The probability of false alarms (the model predicts pre-
cipitation, but none is observed) is highest in N Iceland, particularly during winter.
The probability of missing precipitation events (precipitation observed but none is
predicted by the model) is highest in the summer and on the lee side of Iceland in
southerly flows.
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4.6 Paper VI: Dynamical Downscaling of Precipita-
tion in Iceland 1961-2006

Atmospheric flow over Iceland has been simulated for the period January 1961 to
July 2006, using the mesoscale MMS5 model driven by initial and boundary data
from the European Centre for Medium Range Weather Forecasts (ECMWF). Firstly,
the simulated precipitation is compared to estimates derived from mass balance
measurements on the Icelandic ice caps. It is found that the simulated precipitation
compares favourably with the observed winter balance, in particular for Hofsjokull,
where corrections to take liquid precipitation and/or winter ablation into account
have been made, and for the outlet glaciers Dyngjujokull and Briarjokull. Secondly,
the model output is used as input to the WaSiM hydrological model to calculate and
compare the runoff with observed runoff from six watersheds in Iceland. It is found
that model results compare favourably with observations. Overall, the MM5 V3-7
is somewhat better than the MMS5 V3-5. The V3-7 is drier than V3-5 on upstream
slopes.

4.7 Paper VII: Downslope windstorm in Iceland —
WREF/MMS model comparison

A severe windstorm downstream of Mt. Orzfajokull in Southeast Iceland is simu-
lated on a grid of 1 km horizontal resolution by using the PSU/NCAR MMS5 model
and the Advanced Research WRF model. Both models are run with a new, two
equation planetary boundary layer (PBL) scheme as well as the ETA/MYJ PBL
schemes. The storm is also simulated using six different micro-physics schemes in
combination with the MYJ PBL scheme in WREF, as well as one “dry” run. Out-
put from a 3 km MMS5 domain simulation is used to initialise and drive both the
1 km MMS5 and WRF simulations. Both models capture gravity-wave breaking
over Mt. Oraefajbkull, while the vertical structure of the lee wave differs between
the two models and the PBL schemes. The WRF simulated downslope winds, using
both the MYJ and 2EQ PBL schemes, are in good agreement with the strength of the
observed downslope windstorm. The MMS5 simulated surface winds, with the new
two equation model, are in better agreement to observations than when using the
ETA scheme. Micro-physics processes are shown to play an important role in the
formation of downslope windstorms and a correctly simulated moisture distribution
is decisive for a successful windstorm prediction. Of the micro-physics schemes
tested, only the Thompson scheme captures the downslope windstorm.



38

Chapter 5

General discussions

5.1 Discussions on peer reviewed papers

In the first paper Mapping of Precipitation in Iceland using Numerical Simulations
and Statistical Modeling (Rognvaldsson et al., 2004) we presented our initial find-
ings on the matter. The ten year simulations, run at 8 km horizontal resolution,
were compared to the results of a statistical model based on observations, as well
as observations for the same period. The initial results where promising as the
atmospheric model did capture the observed precipitation pattern, as interpreted
by the statistical model, in areas where there was good geographical coverage of
rain gauges. The simulations also revealed plausible precipitation pattern in the
data sparse high-lands, e.g. more precipitation in the mountains and a rain shadow
in sheltered areas north of Vatnajokull ice cap (cf. Fig. 5.1 Compared to observa-
tions the model did overestimate precipitation in certain regions and more so during
colder months. This lead us to speculate that part of the discrepancy was due to
wind-loss of solid precipitation in the observations. It was also not clear for how
large an area some of the observational sites, where precipitation was measured,
were representative.

In light of these observational issues, in our next paper Numerical Simulations
of Precipitation in the complex Terrain of Iceland — Comparison with Glaciologi-
cal and Hydrological Data (Régnvaldsson et al., 2007b), we compared simulated
precipitation to accumulated winter precipitation on four ice caps and to simulated
river-runoff. To be precise, the simulated precipitation, and other meteorological
variables, were used as input to the WaSiM-ETH hydrological runoff model. The
runoff, as simulated by the WaSiM-ETC model, was then compared to observed
runoff from six watersheds. The simulation period was longer than for the first ex-
periment (Rognvaldsson et al., 2004), fifteen years instead of ten, but the simulation
domain was kept unchanged. This extended simulation period allowed more focus
to be put on investigating temporal trends in precipitation. The seasonal and inter-
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Figure 5.1: Season average monthly precipitation for June, July, and August (JJA)
1991-2000 [mm] (top) and December, January, and February (DJF, bottom). Ref-
erence precipitation as simulated by the statistical model is shown on left pan-
els and precipitation simulated by MM5 on the right panels. Same as Fig. 5 in
Rognvaldsson et al. (2004).

annual variability of precipitation is investigated at low as well as high altitudes.
The simulated precipitation (cf. Fig. 5.2) was found to be in good agreement with
the two independent data sets used for comparison and generally within observa-
tional errors. In areas where there is substantial subgrid orography, changes in the
horizontal resolution will inevitably lead to locally different simulated precipitation.
Such a difference may, however, not give a proportionally large signal in tests of the
kind that are presented in this paper. This is because the glacier observations are not
in the vicinity of substantial subgrid variability in orography, and because the runoff
calculations are all based on averaging over a large area. At 8 km horizontal reso-
lution, the finer details of the orography are to some extent lost. This is especially
true for geographical features where the ratio between mountain width and height
is small, such as narrow ridges or stand-alone mountains. The Rognvaldsson et al.
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Figure 5.2: Mean annual precipitation from March 1988 through February 2003 as
simulated by the MM5 model. Dashed lines show the definition of NW, NE, SE and
SW quadrants. Same as Fig. 7 in Rognvaldsson et al. (2007b).

(2007b) paper did therefore not address the question how increased model resolu-
tion would modify the precipitation pattern. However, in order to assess the impact
of orography on the precipitation climate of Iceland, precipitation was simulated
with flat Iceland and compared to a simulation with true orography for a one year
period (cf. Fig. 5.3).
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Figure 5.3: Simulated precipitation [mm] for 2001-02 (September through August)
with unmodified terrain (left) and with the orography reduced to one meter (right).
Same as Fig. 11 in Rognvaldsson et al. (2007b).
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In the third paper, Sensitivity Simulations of Orographic Precipitation with MM 5
and comparison with Observations in Iceland during the Reykjanes EXperiment
(Rognvaldsson et al., 2007a), we did investigate the sensitivity of simulated precip-
itation to model resolution. Figure 5.4 shows the location of observational stations
during the REX intensive observation periods (IOP’s) as well as simulated precip-
itation at 4 km model resolution during IOP5. In addition a number of sensitivity
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Figure 5.4: Overview of station location during REX (left). Stations EYR (Eyrar-
bakki), VOG (Vogsosar), BLA (Bldfjoll), IMO (Icelandic Meteorological Office,
WMO 4030) and Keflavik (WMO 4018) are part of the operational network in Ice-
land. Other stations, S1, S2, $4, S5, LEE (taken as mean of three stations), S7a,
S7b, §8, §9, S10a, S10b and S11 were installed specifically for the Reykjanes EX-
periment. Station Sandskeid is shown in blue. Topography is shown with height
intervals of 100 meters. On the right, terrain and accumulated precipitation during
1OPS5 is shown, as simulated in the REX2_CNP30 run (cf. Table 1 in Rognvaldsson
et al. (2007a)). Contour lines (white) of the terrain are plotted every 250 meters.
Location of observation sites are shown by black dots. Same as Figs. 2 (left panel)
and 3 (right panel) in Rognvaldsson et al. (2007a).

tests where done in order to see how changes to the microphysical parameteriza-
tions would affect the simulated precipitation. The simulation results revealed most
sensitivity to the CCN spectra (cf. Fig. 5.5), which in turn was tuned by modify-
ing the droplet concentration, i.e. the minimum number of droplets per unit volume
needed before warm rain condensation can be initiated. By modifying the micro-
physics scheme towards a more maritime climate, i.e. less droplet concentration per
unit volume (equivalent to assuming larger droplets), resulted in simulated precipi-
tation that was closer to observed values. The simulation showed limited sensitivity
to changes made to how cloud ice was initiated and how horizontal diffusion was
calculated. This indicates that the precipitation process, as modeled by the micro-
physics scheme, was to a large extent warm rain. Increasing model resolution did
reveal large sensitivity, both for upslope precipitation (reduced when model reso-
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Figure 5.5: Sensitivity to different values of CNP at 4 km horizontal resolution, CNP
= 100 (CNTR, solid line), CNP = 30 (dotted line), CNP = 50 (dashed line) and CNP
= 200 (dot-dashed line). Bottom panel shows the model and actual orography along
cross section AB in Fig. 5.4. Same as Fig. 6 in Rognvaldsson et al. (2007a).

lution was increased) and precipitation at mountain crest (increased when model
resolution was increased). All simulations did however underestimate precipitation
downstream of the mountain. This behavior indicates that the model did indeed not
capture the true quantity of solid hydrometeors, i.e. it underestimated the amount
of ice being initiation and/or the amount of ice and snow being formed via var-
ious processes, such as aggregation. The reason is that solid hydrometeors (e.g.
snowflakes) have much lower fall velocities than liquid drops. These hydrometeors
can therefore be advected by the flow, in this case over the mountain ridge. An-
other possible reason for the lee-side dryness is too much downdraft, leading to
an overestimation of evaporation. Comparison with observations did indeed reveal
overestimation of surface winds on the lee-side of the mountain ridge. The re-
sults from this study indicate that the precipitation mapped at 8 km resolution as in
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Bromwich et al. (2005) and Rognvaldsson et al. (2004, 2007b) gives too small max-
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Figure 5.6: Overview of the six ice caps
and glaciers used for validation purposes,
where dots indicate a typical location of
an observation site. Red dots on Hofs-
jokull glacier are along profiles HN (N
part), blue dots along profile HSV (SW
part) and green dots along profile HSA
(SE part). Observations at locations
shown in black at Hofsjokull have not
been used in this study. Drangajokull
is split up in two regions, NW and SE
parts (cf. Table 2 in Rognvaldsson et al.
(2010)). See Figure 1 in Rognvaldsson
et al. (2007b) for comparison. Same as
Fig. 2 in Rognvaldsson et al. (2010).

ima over the mountain crest and far too
little precipitation directly downstream
of the crest. This can have considerable
economical implications, as the spatial
distribution of precipitation plays a key
part in planning and use of water re-
sources.

In the sixth paper, Dynamical
Downscaling of Precipitation in Ice-
land 1961-2006 (Rognvaldsson et al.,
2010), we extended the study pre-
sented in Rognvaldsson et al. (2007b).
The simulation period was considerably
longer than in the earlier investigation,
or 45 years. This gave us the oppor-
tunity to extend the simulated runoff
series and compare to earlier observa-
tions, more glaciological data was also
available (cf. Fig. 5.6). In this study a
newer version of the MM5 atmospheric
model was used (version 3.7 vs. version
3.5 in earlier studies). The simulated
precipitation was again compared to
non-conventional observations of pre-
cipitation, i.e. snow accumulation and
runoff. As before, the simulated precip-
itation did compare favorably with ob-
servations. There where noticeable dif-
ferences from the earlier simulation for
the overlapping 15 year period 1987-
2003 (cf. Fig. 5.7). Most notably the
newer version of MM5 simulated less
precipitation on the upstream slopes of
mountains that are well represented at
the model horizontal resolution. This
is believed to be caused by changes
made in the microphysics scheme used
(the Reisner2 scheme, (Reisner et al.,
1998)). Notably, version 3.5 of MMS,
used in Rognvaldsson et al. (2007b)
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Figure 5.7: Difference (MM5 V3.7 minus MM5 V3.5) in simulated mean annual
precipitation for the water years 1987-2002. Same as Fig. 8 in Rognvaldsson et al.
(2007D).

used the Kessler autoconversion! scheme. As of version 3.6 of MMS5, this scheme
was swapped with that of Berry and Reinhardt as implemented by Walko et al.
(1995). The Kessler scheme has been known to produce too much precipitation up-
stream of mountains. The glaciological and runoff data only provides validation on
a much longer timescale than conventional rain-gauge data, and the daily error in
the precipitation downscaling remains unclear. However, the comparison with the
observational data shows that the climatological values of the simulated precipita-
tion are of good quality.

The temporal and spatial accuracy of precipitation simulated in Rognvaldsson
et al. (2010) was investigated for the period 1987-2003 in the fifth paper Valida-
tion of Numerical Simulations of Precipitation in Complex Terrain at high Tem-
poral Resolution, (Arason et al., 2010). The main findings where that away from
non-resolved orography, long term (months, years) sums of simulated precipitation
are quite correct in the south but too high in the north. This was partly due to
compensating errors on a smaller timescale (days). Figure 5.8 shows the relative

! Autoconversion is the process where cloud droplets collide and coalesce with each other and
eventually form raindrops.
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Figure 5.8: A topographic map of Iceland showing relative difference between sim-
ulated and observed accumulated precipitation, (mm5-obs)/obs, in June, July and
August (JJA). Each colored circle corresponds to a synoptic weather station. Sta-
tion names are included at the stations referred to in the Arason et al. (2010) paper.
The color of the circle denotes the relative error in the simulations (colorbar to the
right). The blue boxes enclose a few stations on flat land in S Iceland where the
observations and simulations are in reasonable agreement. The red boxes draw at-
tention to stations in N Iceland where the model overestimates precipitation, despite
these stations being on flat land. Stations that have huge overestimation, which is
almost certainly due to non-resolved orography, are enclosed in black boxes. Same
as Fig. 1 in Arason et al. (2010).

difference between simulated and observed accumulated precipitation during the
summer months June, July, and August for the period 1987-2003. The probability
of false alarms (the model predicts precipitation, but none is observed) is highest
in N Iceland, particularly during winter. The probability of missing precipitation
events is highest in the summer and on the lee side of Iceland in southerly flows.
Precipitation is underestimated in southeasterly flows at the SW coast of Iceland
and is overestimated at the N coast of Iceland. This cannot only be explained by
non-resolved orography.

In spite of the shortcomings of the downscaled precipitation demonstrated in
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Arason et al. (2010), it is still possible to gain valuable statistical information from
the data set. The fourth paper, Extracting statistical parameters of extreme precip-
itation from a NWP model, (Eliasson et al., 2009), demonstrates just that. In this
paper the authors use the simulated precipitation from Régnvaldsson et al. (2010) to
estimate the M5 and C; statistical parameters in order to support the M5 map used
for flood estimates in Iceland.

In the seventh paper, Downslope Windstorm in Iceland — WRF/MM5 Model
Comparison, (Rognvaldsson et al., 2011), we take a closer look at a severe wind-
storm in SE Iceland. In this study we compared the MMS and WRF models. Both
models are run with a new, two equation planetary boundary layer (PBL) scheme
as well as the ETA/MYJ PBL schemes. The storm was also simulated using six dif-
ferent micro-physics schemes in combination with the MYJ PBL scheme in WREF.
The new two equation PBL scheme, when implemented within the MMS5 model, did
capture the downslope windstorm better than the ETA scheme. There was however
less difference seen between the two WRF simulations, i.e. the one using the MYJ
scheme and the two equation scheme. The sensitivity tests using different micro-
physics scheme revealed that thermodynamical processes can play a very important
role in the formation of downslope windstorms. Forced ascend, or descend, can
cause changes in phases of hydrometeors and hence modifications in the tempera-
ture field via release (or uptake) of heat due to the phase changes. This change in
temperature can in turn modify the stability of the impinging flow, and as explained
by e.g. Durran (1990), upslope stability at mountain height can be a crucial factor
in the formation of a downslope windstorm.

5.2 Climatology of winds

A preliminary study on surface winds from a fifteen year period (1987-2002) of
simulated MM5 data was done by Rognvaldsson and Olafsson (2005a). In this study
observations from thirteen stations where compared to simulated winds (cf. Fig.5.9).
The stations were both near the coast and at higher altitudes. Two points show
the greatest discrepancies, stations Storhofdi and Reykjavik. The anemometer at
Storhofdi is on a 120 meter high cliff whilst the corresponding grid cell in MMS is
at sea level. This discrepancy between the topography in the model and reality ex-
plains the large difference between the measured (10.4 m/s) and simulated (7.6 m/s)
wind speed. The Reykjavik weather station is at 50 meter altitude but the nearest
model grid cell is at 150 meter altitude. There is further a strong coastal gradient
in the wind field, the next inland grid cell having considerably less wind speed (5.7
m/s).

In this study the authors conclude that the simulated wind speeds agreed fairly
well with observations and that the observed discrepancies could to a large extent



47

10 Skardsfjoruviti E

Raufarhofn
Grigsey

8- Reykjavik Storhofdi

L 3 0 o &

0,

Keflavik
Stykkisholmur

Hyeravellir
< Burfell

o
Myvatn  Bergstadir

O ERE
S
:
e |
5 WS-
Simulated wind speed[m/s]
.
T
|

P LR
) Skalholt

£
A Kirkjubaejarklaustur

64'N

G

Skalholt ) —
100 km

7
P
. B
¢ ol 1 1 1 1 1

Storhofdi 0 2 4 6 8
25°W 20°W 15°W Measured wind speed [m/s]

Figure 5.9: Observation stations (red diamonds) used for comparison with the MM5
simulations (left panel) and comparison between measured (x-axis) and simulated
(v-axis) annual mean wind speed at the thirteen observation sites (right panel).
Same as Figs. 1 (left) and 4 (right) in Rognvaldsson and Olafsson (2005a).

be explained by the model coarse resolution and corresponding errors in land use
parameters and orography. Another source of discrepancies was the inherited un-
certainty of anemometers. The authors further speculated that too little mixing near
the surface in the PBL scheme used could have contributed to too low simulated
wind speeds in the interior of Iceland.

Long term downscaling experiments have also been done using the WRF atmo-
spheric model, both version 2.2 and 3.0.1. These simulations range from fall 1957
to spring 2011 and 2012, respectively. Data from the older version of WRF, which
was run at a 9 km horizontal resolution, have been used to calibrate a runoff model
developed by the Vatnaskil Engineering company?. This runoff model is now being
driven in operational mode with data from an ensemble forecasting system operated
by IMR. The resulting runoff data are in turn used for day-to-day decision mak-
ing at Landsvirkjun, Iceland’s largest electrical power producer. The series created
with version 3.0.1 of WRF was run at a 27 km resolution for the period Septem-
ber 1957 to September 2009. The model was also run at a 9 km resolution for
the whole 1957-2012 period, and at a 3 km resolution for the period 1994-2012,
using one-way nesting in on-line mode. A further 1 km domain was run for part
of S Iceland for the seven year period September 2002 to September 2009. The
various model domains are shown in Fig. 5.10. The model was run with the two
equation PBL scheme discussed earlier and described in detail in Bao et al. (2008).
Table 5.1 shows the various parameterization schemes used for the two downscal-
ing experiments.  Comparisons of the heights of various pressure levels, wind
speed and direction, and temperature with upper air observations at Keflavik airport
show that the large scale flow is well captured by the simulations (cf. Fig. 5.11).

Zhttp://www.vatnaskil.is
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Figure 5.10: WRF domain configurations for the various downscaling experiments
of ERA-40 and ECMWF re-analysis data. The 9 and 3 km domains are the same for
both version 2.2 and 3.0.1 simulations but the 27 and 1 km domains were only used
with version 3.0.1.

Table 5.1: Various parameterization schemes used for dynamical downscaling ex-
periments using two different versions of the WRF model.

‘ Parameterization scheme ‘ Version 2.2 ‘ Version 3.0.1

Microphysics Thompson graupel | Thompson graupel
Cumulus Kain-Fritsch Betts-Miller-Janjic
Planetray boundary layer | Mellor-Yamada-Janjic Two equation
LW radiation RRTM RRTM
SW radiation Dudhia Dudhia
Surface physics NOAH LSM NOAH LSM
Surface layer physics Monin-Obukhov Monin-Obukhov
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Comparison of surface observations of wind direction, wind speed and temperature

Height st Keflaviks 500 hPa, sept. 1994- sept. 2005 Height at Keflavik; 700 hPa, sept. 1994- sept. 2005 Height at Keflavik: 925 hPa, sept. 1994- sept. 2005
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Windspeed at Keflavik: 700 hPa, sept. 1994- sept. 2005 Windspeed at Keflavik: 925 hPa, sept. 1994- sept. 2005
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Figure 5.11: Comparison of observed 500, 700, and 925 hPa heights (top) [m],
wind direction (second from top) [°], wind speed (second from bottom) [m/s] and
temperature (bottom) [°C] at 500 (left), 700 (middle) and 925 hPa (right). Horizon-
tal axis shows observations and vertical axis simulated results at 3 km resolution.
The comparison period is from September 1994 until September 2005 (both months
included).

with simulations are also favorable (cf. Fig. 5.12).
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Figure 5.12: Comparison of observed ten meter wind direction (left) [°] and wind
speed (middle) [m/s], and two meter temperature (right) [°C] at Reykjavik (top),
Skdlholt (second from top), Hvanney (middle), Skjaldpingsstadir (second from bot-
tom), and Hveravellir (bottom). Horizontal axis shows observations and vertical
axis simulated results at 3 km resolution. The comparison period is from September
1994 until September 2005 (both months included).
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Observed errors at various stations can, to some extent, be explained by:
e Sub-grid orography.
e Proximity to water bodies.
e Inaccurate landuse characteristics, e.g. incorrect surface roughness.

The 10 meter mean winds are shown for different classes of sub-periods in Fig-
ures 5.13 to 5.15. The patterns revealed in these figures correspond to features

Mean summer winds, 1995-2008 [m/s] 18

Figure 5.13: Simulated mean summer (June, July, and August) ten meter windspeed
(top) and winter (December, January, and February) windspeed (bottom) [m/s] for
the period 1995-2008 (both years included).
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produced in flows at high Rossby numbers and values of Ni/U close to unity or
above (upper central and upper right parts of the mountain wind diagramme in
Fig. 3.5). In this parameter space, strong winds can be expected where the flow

Mean wind speed (1995-2008), month: 2 [m/s] 12
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Mean wind speed (1995-2008), month: 8 [m/s] 12
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Figure 5.14: Simulated mean monthly ten meter windspeed [m/s] for February (top)
and August (bottom) for the period 1995-2008 (both years included).

escapes past mountain ranges (corner winds) and above the downsream slopes of
mountains. Weak winds are immediately upstream (blockings) and downstream
(wakes) of mountains. At the scale of Iceland as a whole, the Coriolis force has
an significant impact on the flow pattern. Here, we move downwards in the right
part of the diagramme in Fig. 3.5 to intermediate or low Rossby numbers. In this
parameter space, there is speed-up on the left side of the mountains. This speed-up
may explain that the mean winds are stronger along the south coast than along the
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north coast of Iceland. Winds from the SE, E and NE are much more frequent than
winds from the westerly directions. The easterlies accelerate at the south coast,
while the infrequent westerlies accelerate at the north coast. Figure 5.15 illustrates
this effect nicely with a speed-up at the SW-coast in flow from the SE. In the mean

Mean southeasterly winter winds, 1995-2008 [m/s]
H 7 7
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Figure 5.15: Simulated mean ten meter windspeed [m/s] for southeasterly (top) and
southwesterly (bottom) winds for the winter (January, February and March) months
for the period 1995-2008 (both years included).

flow, areas of strong winds in the mountains are not above the mountain tops, but
in the western slopes. This suggests strong persistency of gravity waves in easterly
winds. This pattern becomes particularly clear in winds from individual directions
as in Fig. 5.15.

In the winter, the difference between mean wind speed in the lowlands and over
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the ocean is much greater than in the summer. This difference reflects the high static
stability of the winter boundarylayer over cold land surface, compared to low static
stability over the relatively warm ocean. In the summer, the situation is opposite; the
ocean surface is often colder than the overlying airmass, while the daytime surface
over land is in general warmer than the airmass, leading to lower static stability
over land than over the ocean. Low static stability leads to much vertical miximg of
momentum and consequently, the mean summer winds are only a little weaker over
land than over the sea, while in the winter the mean winds at sea are much greater
than inland.

Comparing flow from SE and flow from SW (cf. Fig. 5.15), the SE-flow features
much stronger gravity-wave signal and weaker mean winds in N-Iceland (wake).
Both these features may be attributed to higher static stability (and Ni/U) in winds
from the SE than in winds from the SW. The flow from SE is often associated with
advection of warm air ahead of an extratropical cyclone, while the flow from the
SW is often associated with outbreak of a cold airmass over relatively warm ocean.

5.3 Dynamical downscaling of future climate

Rognvaldsson and Olafsson (2005b) investigated two simulations of future climate,
focusing on Iceland and surrounding waters. The simulations were done with the
numerical model HIRHAM (a version of the NWP model HIRLAM) at a horizon-
tal resolution of 0.5° and with boundary conditions from global simulations by the
Hadley centre, based on scenarii A2 and B2. The study indicated that precipitation
in a future climate might increase substantially in NE-Iceland during mid-winter
and mid-summer and in S-Iceland in the autumn. The simulated precipiation in-
crease in mid-winter and autumn was found to be much greater in the mountain
slopes than at the coast, indicating that a future climate might have a new and dif-
ferent precipitation change with height.

As part of the Nordic CES (Climate and Energy Systems) and Icelandic LOKS
(LOfthjupsbreytingar og dhrif peirra 4 orkuKerfi og Samgodngur) projects (Thorsteins-
son and Bjornsson, 2012) we have used the WRF model to dynamically scale down
simulations of both control period and future climate. In order to assess the impact
of horizontal resolution on the simulated climate, the atmosphere has been simu-
lated for selected areas at different resolutions (cf. Fig. 5.16). The forcing data are
from the Bjerknes climate model, run at the Bjerknes Centre for Climate Research?
(BCCR) in Bergen, Norway. Two periods were chosen, a control period 1961-1990
and a future period 2020-2050.

The modeling approach used in this experiment is that of Giorgi and Mearns
(1999), i.e. we opt for a very large MOAD and long simulation times (one year).

3http://www.bjerknes.uib.no/
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The atmosphere model used by BCCR is the Arpege model (Déqué et al., 1994), run

Figure 5.16: WRF domain configurations for the Arpege control and future climate
downscaling experiments. The outermost 27 km MOAD is 400x200 points, the 9
and 3 km domains covering Iceland are 94x 91 and 196X 148 points, respectively.

on a T159¢3 irregular grid. The scenario chosen was the SRES A1B (Nakicenovié¢
et al., 2000).

Prior to being pre-processed be the WRF model the Arpege data were regridded
toaregular 1.125°x 1.125° grid. The reason for this relatively coarse resolution was
to prevent the creation of spurious high frequency noise by the regridding process
in areas far from the high resolution part of the original Arpege simulation.
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5.3.1 Results

The model resolution has a big impact on the simulated precipitation (cf. Fig. 5.17).
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Figure 5.17: The simulated annual precipitation [mm] for the period 2020 to 2021
increases as the horizontal resolution goes from 27 (top), to 9 (middle) and 3 km
(bottom).

As the model resolution is increased the terrain is better represented and the max-
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imum precipitation values increases. The precipitation pattern also becomes more
realistic and detailed, with high values in mountainous regions and over the large ice
caps in S-, SE-, and Central Iceland. Comparison of simulated precipitation from
this particular future climate scenario with the control period reveals both spatial
and temporal changes. There is less annual precipitation in W-, SW-, and E-Iceland
but more in SE- and Central Iceland (cf. Fig. 5.18). This pattern is even more pro-
nounced for large events (not shown).
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Figure 5.18: Difference in simulated mean annual precipitation for the period
2020-2050 and 1960-1990 (future minus control).

There are also signs of seasonal changes in the precipitation pattern, in particular
for heavy precipitation events. Figure 5.19 shows a histogram of daily precipitation,
separeted into different bins. There is little change in light precipitation events,
but as daily precipitation increases there is a clear shift from winter and spring to
summer and fall.
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Figure 5.19: Difference in simulated precipitation for the period 2020-2050 and
1960-1990 for different daily amounts, simulated at 3 km resolution. Vertical axis
shows the number of grid cells within each precipitation amount bin shown on the
horizontal axis. The control period is shown with coloured bars (different color

for each three month period) and the future period is shown with shaded, slightly
narrower bars.

This trend can also be seen at 9km resolution, cf. Fig. 5.20. These seasonal vari-
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Figure 5.20: Annual cycles of monthly mean precipitation for the control (red) and
future (blue) periods at 9 (solid lines) and 3 (dashed lines) km resolution. The black
line shows the same, but for the downscaled ERA40 data set at a 9 km resolution.

ations in precipitation are not seen when looking at the 15-member multi-model
ensemble mean changes from the CES (Thorsteinsson and Bjornsson, 2012) project
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(cf. Fig.5.21). These result indicate an increase in precipitation in future climate,

-20 -15 -10 -5 0 5 10 15 20

Figure 5.21: Change in precipitation (%) in DJF (left panel) and JJA (right panel)
comparing 2021-2050 with 1961-1990 (future minus control) for the 15-member
multi-model ensemble mean from the CES project. Adapted from Fig. 3.1 in
Thorsteinsson and Bjornsson (2012).

regardless of season. However, when one looks at results from individual scenario
simulations the picture is quite different. Figure 5.22 shows relative changes in
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Figure 5.22: Change in precipitation (%) in DJF (top panel) and JJA (bottom
panel) comparing 2021-2050 with 1961-1990 (future minus control) for the DMI-
HIRHAM-ECHAMS (left), Met.No-HIRHAM-HadCM3QO0 (middle), and SMHI-
RCA3-BCM simulations from the CES project. Same as Fig. 3.3 in Thorsteinsson
and Bjornsson (2012).
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precipitation for the three so-called recommended CES scenarios (cf. Table 3.1 in
Thorsteinsson and Bjornsson (2012)). These three reference simulations show con-
siderable variability, both seasonal and spatial, with no clear consencus.

Similar seasonal variations, albeit for wind, have been reported for Ireland in
Nolan et al. (2012). In this paper the authors use the COSMO-CLM model to scale
down future climate scenarios (i.e. A1B and B1) from the ECHAMS. From a tvelwe
member ensamble the authors conclude that the simulations show a marked increase
in the amplitude of the annual cycle in wind strength with 9-13% more energy
available during winter and 5-8% less during summer.
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Chapter 6

General conclusions

Let us now restate our original research questions:

e Can one use a regional model to dynamically scale down a coarse resolu-
tion global atmospheric analysis to gain better understanding of temporal and
spatial distribution of winds and precipitation in Iceland?

e What, if anything, is gained by increasing the horizontal resolution of the
regional model?

As we have shown, than the answer to the first question is a definite “yes”. The
climate of Iceland is to a large extent governed by synoptic scale flow that impinges
the topography. Both the flow and the topographical influence are relatively pre-
dictable. Therefore, this downscaling approach may work better for Iceland and
surrounding waters, than for places with less predictable weather.

As for the second question, much additional information can be gained on both
temporal and spatial variability of winds and precipitation by increasing the model
resolution. The validity of model results is however strongly dependent on the
quality of the initial atmospheric analysis and the ability of the model to correctly
resolve the relevant physical processes, as well as parameterize the relevant sub-grid
processes.

There are also limits to at which horizontal resolution current atmospheric mod-
els can operate. We will address these, and other eminent problems that emerge as
one increases horizontal model resolution below 1 km, in the final chapter of this
thesis.

Our main findings can be summarized as follows:

e Improvements in representation of topography in the numerical system lead
to large and clear improvements in the accuracy of the simulated precipita-
tion. This is both important for short range weather forecasts as well as for
dynamical downscaling of past, present, and model scenarios of future cli-
mate.



62

High resolution simulations are a useful and valuable tool to describe the
temporal and spatial pattern of precipitation in the complex terrain of Iceland.
A new methodology has been successfully applied:

Validation of simulated annual precipitation with independent hydrolog-
ical data from many watersheds.

Validation of simulated winter precipitation by comparison with compar-
ison of observed accumulated snow on a number of large ice caps.

On a timescale of a day, or less, there are still substantial errors in simulated
precipitation. Results on larger timescales (30 days and beyond) are better,
but this is due to compensating errors on shorter timescales.

The MMS numerical simulations underestimate systematically precipitation
immediately downstream of narrow (10 km) mountain ridges, independent of
model resolution (8, 4, or 2 km). This underlines the need for high resolution
observations of the atmospheric flow in the vicinity of the mountain ridge, as
well as of the microphysical parameters.

In spite of errros on short time scales, the numerical output is of great value
for statistical analysis of various meteorological parameters.

High resolution numerical simulations produce realistic orographic wind pat-
terns. However, an in-depth investigation of a downslope windstorm reveals
substansial sensitivity of the simulated surface winds to microphysical pro-
cesses upstream of the mountain, through their influences on static stability.

A new two-equation planetary boundary layer scheme, with a prognostic mix-
ing length, captures well the magnitude of an extreme downslope windstorm.
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Chapter 7

Onwards — yet more questions

The subtitle of this thesis, Die zweite Aufgabe der theoretischen Meteorologie, is
taken from the 1904 Das Problem der Wettervorhersage, betrachtet vom Stand-
punkte der Mechanik und der Physik paper of Vilhelm Bjerknes. The work de-
scribed in this thesis has to a large extent focused on atmospheric physics, how it is
represented in atmospheric models, and consequently how these models can be used
to gain a better understanding of the nature. An undertaking Bjerknes described as
the second task of theoretical meteorology. Second indicates a first, and indeed
Bjerknes describes the erste Aufgabe as well as the second one.

7.1 First task of theoretical meteorology

Numerical weather predictions are generated by integrating systems of differential
equations forward in time. The equations are derived from the basic laws of physics
and fluid motion. The initial state of this global modeling system is derived by
merging observations from satellites, radio-sondes, and other sources, with the lat-
est forecasting cycle. These measurements are taken all over the world, and over a
certain period, usually the last six hours prior to the initiation time. This data assim-
ilation methodology ensures that the initial state of the atmosphere, as simulated by
the modeling system, is in close agreement with available observations, as well as
being a solution to the system of differential equations.

The importance of data assimilation, albeit not called by that name at the time,
was already realized by Vilhelm Bjerknes in early 1900s. In his 1904 paper Bjerknes
expressed his vision and program for weather forecasting (Grgnas, 2005). In this
paper he states that “Based on the observations made, the first task of theoretical
meteorology will then be to derive the clearest possible picture of the physical and
dynamical state of the atmosphere at the time of the observations. This picture must
be in a form that is appropriate to serve as a starting point for a weather prediction
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according to rational dynamical-physical methods'”. Bjerknes realized that this
task was not possible at the time, essential data was missing from over the oceans
and upper-air observations were lacking as well.

7.1.1 Data assimilation

As stated by A. J. Simmons in his Vilhelm Bjerknes medal lecture at the EGU con-
ference in Vienna in 2012: “The key to addressing Bjerknes’s first task has been the
development of data assimilation. Data assimilation provides a sequence of analyses
of atmospheric and related oceanic and land-surface conditions. It uses information
from the latest observations to adjust a background model forecast initiated from
the preceding analysis in the sequence. The model carries information from earlier
observations forward in time, and information is spread in space and from one vari-
able to another by the model forecast and through the background-error structures
used in the adjustment process. The set of observations may comprise many dif-
ferent types of measurement, each with its own accuracy and spatial distribution.”
Essentially, the core of any data assimilation system is to balance the observational
and forecast uncertainty (cf. Fig. 7.1).

Background
forecast

Analysis

Analysis

l 1 1 : ] >
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Figure 7.1: To produce an estimate of the atmospheric state, data assimilation
blends information from observations, short background forecast, estimates of ob-
servational and background errors, and dynamical relationships built into the rep-
resentation of background errors. From Simmons (2012).

'From the english translation of the Bjerknes 1904 paper, Bjerknes (2009).
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Edward Lorenz argues in his 1982 paper that the Root Mean Square (RMS) dif-
ference curve (cf. Fig. 7.2) is the limit of the forecast improvement that is possible
without reducing the day-1 forecast error, assuming that the model has realistic in-
trinsic error-growth characteristics. As can clearly be seen in Fig. 7.2 about half of
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Figure 7.2: Root Mean Square (RMS) error of the forecast (solid line) and RMS
difference between successive daily forecasts (dashed lines) for the 500 hPa height

for the period December to February in the extratropical northern hemisphere. Red
lines are for 1980/81 and blue curves for 2010/11. From Simmons (2012).

the ECMWEF forecast improvements from 1980/81 to 2010/11 stems from improv-
ing the knowledge of the initial state of the atmosphere.

7.1.2 Potential of regional data assimilation

In recent years considerable advances have been made in data assimilation for re-
gional models. Ready to use assimilation systems are now available for the WRF
modeling system (e.g. DART?, GSI® and WRFDA%), offering 3D-VAR, 4D-VAR,
FDDA and EnKF methods. One can now also assimilate radiances data from satel-
lites and/or ground based radars, although care must be taken when choosing which

Zhttp://www.image.ucar.edu/DAReS/DART
3http://www.dtcenter.org/com-GSI/users
“http://www.mmm.ucar.edu/wrf/users/wrfda
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channels should be used. One should also keep in mind that the quality of certain
satellite data can be reduced if there is cloud cover. Global Positioning System
(GPS) Radio Occultation (RO) data can provide high-resolution vertical profiles of
refractivity, independent of cloud cover, and hence high-resolution profiles of tem-
perature and humidity. Assimilation of this type of data has been shown to improve
the operational forecasts of the Central Weather Bureau of Taiwan (Hong and Fong,
2012). In light of this, it would be a very interesting research task to investigate the
potential of using data from the extensive GPS network in Iceland (cf. Fig. 3.2) to
improve the atmospheric analysis, and consequently provide a better weather fore-
cast.

7.2 Second task of theoretical meteorology

In the 1904 paper Bjerknes also describes the second task of theoretical meteorology
as “...the second and most challenging task of theoretical meteorology will be to
construct the pictures of the future states of the atmosphere from the picture of the
current state of the atmosphere as a starting point, either according to the method
outlined here, or according to a method of a similar kind®”. The details of the second
task were outlined in Lewis Fry Richardson’s book Weather prediction by numerical
process in 1922. The first numerical forecast, using an electronic computer, was
then done by Charney, Fjortoft and von Neumann in 1950 (Charney et al., 1950)
The computer in question was named ENIAC and was the first general purpose
computer ever built, a historical overview of this accomplishment can be found in
Platzman (1979).

The methods used to tackle this task have continuously been improved upon to
this day.

7.2.1 Terra Incognita

There are limitations that current one-dimensional planetary boundary layer (PBL)
schemes face as the horizontal model resolution (A) approaches the scale, /, of the
flux- and turbulent containing eddies. Current PBL schemes were simply not de-
signed to be used when A and [ are of the same order. This numerical region is
termed “Terra Incognita” by Wyngaard (2004), and it is this region we now fast
approach as the need for even higher horizontal resolution and more detailed model
results is emerging.

The limits of running the WRF model below 1 km resolution was demonstrated
in a recent study by Eliasson et al. (2011). In this study a comparison was made be-
tween measured and simulated in-cloud ice loading in E-Iceland. The simulated ice

SFrom the english translation of the Bjerknes 1904 paper, Bjerknes (2009)
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loading was based on numerical data from the WRF model, describing the state of
the atmosphere at high spatial and temporal resolution, ranging from 9 to 0.33 km.
It is found that the model performance increases as the resolution is increased, es-
pecially when going from 3 km to 1 km, but only moderately when going from 1
km to 0.33 km.

A promising substitute to conventional PBL schemes is the 3D-TKE method,
but flux issues need to be addressed and fixed (Rognvaldsson et al., 2011) before
this scheme can be used for real case applications.

7.2.1.1 Use of additional observations

The Eliasson et al. (2011) case study further shows that the results from the atmo-
spheric model improve considerably when, in addition to the atmospheric analysis,
the model is forced through nearby surface based observations of weather. This is
especially important when the temperature is close to or just below 0°C as a small
error in simulated temperature will strongly influence whether icing is taking place
or not. Care must be taken when nudging the WRF model using only surface ob-
servations as the data may not be representative for the lowest part of the boundary
layer in the case of low-level inversion.

As was pointed out in Jonassen et al. (2012), a clear advantage of using data
from Unmanned Aerial Systems (UAS) rather than from automatic weather stations
(AWS) is that it provides observations not only from near the surface, but also from
an atmospheric column further aloft. Thereby, one can avoid several issues con-
nected to e.g. the assimilation of only surface temperature observations, which are
known to be especially problematic, e.g. Reen and Stauffer (2010).

Lack of observational turbulence data has also often been stated as a hindrance
to improving PBL schemes (e.g. Lorsolo et al. (2010) and references therein). In
this paper Lorsolo et al. describe a new method to assess the distribution of the
turbulent energy in a hurricane using airborne Doppler measurements. The authors
point out that when combined with surface wind and thermodynamic information,
an accurate assessment of the TKE in the PBL could be used to estimate other
important parameters, such as eddy diffusivity and dissipation, necessary to evaluate
model parameterization schemes.

The kind of observations described in Lorsolo et al. require quite expensive
observational platforms and can only be carried out by large governmental agen-
cies such as NOAA. Another, and a much cheaper, approach was introduced by
Reuder and Jonassen (2012). Here, the unmanned aerial system SUMO (Reuder
et al., 2009), equipped with a miniaturized 5-hole probe, was used to observe the
3D turbulence field within a wind farm in Denmark. Granted, one cannot expect
the SUMO, weighing less than one kilogram, to operate within a tropical cyclone.
This platform has however proved quite useful in a number of field experiments in
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Iceland, Norway, and Spitsbergen (e.g. Reuder et al. (2012); Jonassen et al. (2012)).

We must keep in mind that fluxes of momentum and heat are necessary lower
boundary conditions for any PBL scheme. Hence, even if we have a “perfect” PBL
scheme that could handle equally well sub filter-scale turbulences at a 10 km grid
as on a 10 m grid, we would still be riddled with errors in the model results if the
lower boundaries are not of equal quality. Hence, the quality of the land surface
model is becoming ever greater as well as the accuracy of the underlying landuse
characteristic and topography data. The quality and availability of the latter, 1.e. the
altitude data, has greatly improved with the emerging of the ASTER® (and most
recently the ASTER?2) data sets that has a 25 meter resolution and spans the globe
from 85°south to 85°north.

Observations of hydrometeors are necessary to determine why the model does
not capture lee side precipitation (i.e. the REX cases). Two theories were proposed
in Rognvaldsson et al. (2007a), but neither one can be verified or refuted without
additional observations. This is needed in order to be able to see what parts of the
model need to be improved upon. Recent research (Nicoll and Harrison, 2012) indi-
cate that it may be possible to observe these cloud properties using relatively cheap
and lightweight sensors, either via radio-sondes or deployed on UAS’s. If proven
useful, this kind of observations could become an option compared to expensive
remote sensing measurements that can also be used for model evaluation and data
assimilation. Han et al. (2012) use observations from a space-borne radiometer
and a ground-based precipitation profiling radar to study the impact different cloud
microphysics schemes in the WRF model have on the simulated microwave bright-
ness temperature, radar reflectivity, and Doppler velocity, during a winter storm in
California. Four microphysics schemes were tested, each having unique assump-
tions of particles size distributions, number concentrations, shapes, and hydrome-
teor fall speeds. These information are implemented into a satellite simulator and
customized calculations for the radar are performed to ensure consistent representa-
tion of precipitation properties between the microphysics schemes and the radiative
transfer models. This methodology of integrating an atmospheric model with a for-
ward radiative transfer model has recently been used to evaluate model simulations
and to improve model microphysics schemes (e.g. Matsui et al. (2009); Han et al.
(2010); Li et al. (2010); Shi et al. (2010)). It is also one of the key components
in algorithm development to retrieve or assimilate remote sensing data (Han et al.,
2012).

Shttp://asterweb.jpl.nasa.gov/gdem.asp
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7.3 Modeling of volcanic ash dispersion

Contrary to the data assimilation methodology used for global (and in some cases
regional) weather forecasting, predictions of ash cloud dispersion make very limited
use of observations far from the source of the eruption. The dispersion forecast
starts at the source, e.g. an eruption column in Iceland, and the material is then
transported along the wind track. Under normal weather conditions the atmospheric
flow reaches Europe in a few days. During this time a variety of unknown natural
processes affect the exact constituent and distribution of the ash cloud. Without the
support of in-situ measurements, not only at the source (i.e. the erupting volcano),
but also along the dispersion track, the simulated volcanic ash concentration will
inevitably be too high as a consequence of the “safety first rule”. This prediction
technique needs to be improved by reducing the error that is generated during the
propagation calculations.

The most important parameters used as input to the dispersion model, be it an
Eulerian or Lagrangian one, are:

1. The scale of the eruption, including the erupted mass of ash.
2. The initial altitudes of the ash particles.
3. Eruption rate.

4. Grain size spectrum of the ash particles.

It should be stressed that in-situ and/or remote sensing observations at, or near,
the source can improve the distribution forecast close to the erupting volcano (i.e.
parameters 1 to 4 above). However, it is very difficult, if not impossible, to observe
these parameters with adequate accuracy at the source, or even just to get the order
of magnitude correct.

On the other hand, it is possible (up to a certain altitude) to observe parameters
2 and 4 (ash cloud height and grain size spectrum) downwind of the eruption using
known and relatively simple techniques (Weber et al., 2012). When the eruption has
been ongoing for some hours, and the ash cloud has been distributed some distance,
these are the most important parameters to measure. The reason for this is twofold:

1. These parameters are advected with the atmospheric flow and are ultimately
the parameters that affect air traffic safety.

2. Using observations, these parameters can be assimilated with the volcanic ash
dispersion simulation, improving the ash distribution forecast.

As the eruption prolongs, and the volcanic ash is distributed over greater and greater
distances it becomes necessary to observe parameters 2 and 4 over as much part of
the affected area as possible.
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A research project has been proposed to develop a new method, based on Kalman
filtering, to assimilate measurements of volcanic ash density into a Eulerian disper-
sion model such as the Volcanic-WRF (Stuefer et al., 2012)”. The observations are
to be collected in-situ from an airborne platform in the near-field of the crater (up to
200-300 km from the source). The objective is to generate more accurate forecasts
than are available today where Lagrangian dispersion models are used to propagate
the variables of the ash dispersion process for days without making corrections to
the state variables, or model parameters, based on airborne measurements. The sci-
entific value of this research project lies in the capability to predict and detect at
any point in time with a high degree of accuracy the geographical boundaries where
the concentration of volcanic ash exceeds the level that can be safely navigated by
modern jet transport aircraft. For this purpose it is imperative that the measurements
will be used in an optimal manner in order to correct the forecast variables and the
model parameters where appropriate. Research done in other environmental areas,
in particular in the Netherlands, has proven the value of applying certain types of
Kalman filters for this purpose (Segers, 2002; Heemink and Segers, 2002). Hence
this general approach is being proposed for the new research project focused on
volcanic ash. The financial stakes are enormous as the disruption of air transport
operations in Iceland has been very costly to the airlines and the tourism industry.
It is also clear that this subject is of great interest to other European states that have
experienced major disruptions of air transport due to volcanic ash emanating from
volcanic eruptions in Iceland.

It should also be kept in mind that there is an actual possibility that, during
an eruption, all international airports in Iceland may be closed, due to inaccurate
ash distribution forecasts. The consequences of such airport, and airspace, closures
could indeed proof dire.

"This version of WRF has been used to simulate the ash dispersion from the Mt. Eyjafjallajokull
eruption in 2010 (Webley et al., 2012)
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Abstract

Precipitation in Iceland during a period of 10 years is sated with the PSU/NCAR MM5 model. The
results are compared with precipitation estimated by #stitzetl model based on observations and a number
of topographic and geographic predictors. The simulatetipitation pattern agrees with the statistical
model in areas where data is available and gives a crediblagitation pattern in data-sparse mountainous
regions. The simulation is however in general overestimgathe precipitation, but the magnitude and the
seasonal and geographical distribution of the overesitimatdicate that it is to some extent associated with
observation errors that are due to wind-loss of solid prtipn. There are also uncertainties associated with
the representativeness of the observations as well ashdtreference model itself.

Zusammenfassung

Niederschlag in Island wurde mit dem PSU/NCAR MM5 Modell fgine 10-Jahresperiode simuliert.
Die Modellresultate werden mit Niederschlagsschatzurejeas statistischen Modells verglichen, das auf
Beobachtungen und auf einer Reihe von topographischen eadraphischen Prediktoren basiert. Das
simulierte Niederschlagsmuster stimmt flir Gebiete, inede®aten verfligbar sind, mit dem statistis-
chen Modell Gberein und liefert in Gebirgsregionen mit echter Datenabdeckung glaubwirdige Nieder-
schlagsmuster. Die Simulation ueberschatzt jedoch gkrbeeNiederschlagsmengen. Dabei deuten die
Amplitude und die saisonale und geographische VerteillergAdbweichung darauf hin, dass dies zu einem
Teil mit Beobachtungsfehlern verknupft ist, die durch wiiadingte Verluste von festem Niederschlag entste-
hen. Zudem existieren Unsicherheiten in ZusammenhangenRedprasentativitit der Beobachtungen, sowie
des Referenzmodells selbst.

1 Introduction the mountainous terrain (s M. DE and Q. AFSSON,
_ _ _ _ _ . . 2003). Due to this and a coarse observation network, the

The aim of this study is to verify the precipitationgjrect use of an interpolation method for mapping pre-
simulated by a limited area atmospheric model, th§pitation is considered not to be sufficiently reliable. To
PSU/NCAR MMS (WANG et al., 2001), in Iceland. Onemap the reference precipitation and to minimize the un-
of the reasons for using a limited area model to sirgertainties related to scale issues (sesTSON et al.
ulate precipitation is to obtain a dataset of the currepioo1)), some further modeling is therefore needed.
climate for comparison with down-scaling of future cli- |n the past years, various studies have described
mate from coupled atmospheric and oceanic simulatiog statistical links between precipitation and topo-
by GCMs. graphic parameters (see for instanceNBcHOU and

Attempts have been made to simulate precipitation gketon (1987); DaLy et al. (1994); BSIST et al.
mountainous terrain. In the recent PRUDENCE projeetog4): WoTLING et al. (2000); KEFFER et al. (2001)
simulations with five numerical models were compareshd DrRocUE et al. (2002)) and the joint effect of to-
to an observation-based reference in the Alps. The m%graphic and atmospheric parametersygKaKIDIS
els performed quite satisfactorly, but produced consist 3], 2001). In the present paper, a similar approach
tently too little precipitation (RE! et al., 2003). is considered to model and map the precipitation of ref-

Precipitation in Iceland is largely associated WitBrence (hereafter called REF) used to verify the MM5
extra-tropical synoptic systems. It often occurs duringmulations.
strong winds and can be greatly enhanced locally by This paper is organized as follows: In the next sec-
tion we will give a short introduction to the observa-
tional data, followed by a short description of the mod-

*Corresponding author: Haraldur Olafsson, Bustadavegi8-250
Reykjavik, Iceland, e-mail: haraldur@vedur.is
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North evaporation. This is mainly due to the fact that wind
data is not available.
o The season average monthly precipitation was de-
. SW rived over a ten year period from January 1991 to De-

lows: March through May (MAM), June through Au-
gust (JJA), September through November (SON) and fi-

@\Somh cember 2000. The four seasons are defined as fol-
H
nally December through February (DJF).

Langjokul

% rangajékul{g '
66° gﬁ% 1}.\\:}; :._7 ‘
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3 Model description

3.1 Statistical modeling

R = The statistical model (SMOD) used in this study makes

ol Myrdalsjokull use of five predictors. Two of them are related to the

e T T T e e e A e e e eographic position of the sites whilst the other three
Figure 1: Map of Iceland showing regions North, South and Svgre related to the broad-scale topographic environment
(upper right corner) as well as position of rain gauges. |€s- around the gauge sites (Table 1). The three topographic
dicate the calibration network whilst triangles show thé&dation predictors were derived from a digital elevation model
network. The largest glaciers are also shown. (DEM) of 1 km resolution (Figure 1), considering a 10
Table 1: The geographic (top two) and topographic (bottom thred§M averaging Wm_dOW- This choice was somehow ar_b|‘
predictors used in SMOD. trary but in line with results suggested by other studies
(see for instance BLy et al. (1994), and KRIAKIDIS
et al. (2001)). The slope steepness and orientation were

Geographic predictors:

1 Dmin—minimum distance to the sea [km] defined with respect to a North (y) and East (x) plane.
2 Y coordinates (lambert conformal) [km] The statistical relationship between the season average

Topographic predictors: monthly precipitation and the five predictors was evalu-
3 Smooth elevation [m] ated individually for nine region® and each seasdn
4 Average slope steepness [%] by multivariate least-squares regression:
5 Average hillslope orientation; 180° < 6 < 180

0° < 8 < 180 clockwise from N to S 5

—180° < 6 < 0° clockwise from S to N R(u,k) =aokp + zlaj*k*D pju (UeD)  (31)

J:

els. The results will be presented in section 4, followeffnereR(u,k) is the season average monthly pre_(ilhplta-
by discussions and concluding remarks. A more detailfign at locationu and seasotk. Further,p; is the j
description of the mapping procedure is given in an aptedictor at locatiom anda; xp is thej™ regression co-
pendix at the end of the paper. efficient for seasork and regionD. The nine regions
were defined by merging together different topographic
) domains in order to have enough observations to cali-
2 Observational data brate the statistical model. These topographic domains
were delineated by applying the method of the water-
The observational precipitation data used in this studped transform (see for instanc@ERDINK and Mel-
originates from 90 rain-gauges measuring daily precipister (2001)) to the reverted DEM, (DREM). In the
tation (see Figure 1). The density of this network varigsREM, the reverted elevation of each grid paiht, is

over Iceland. Most of the stations are located near thgfined by subtracting the DEM elevatitg from the
coast at elevations lower than 200 m, hence, data ce¥aximum DEM elevatiommay

erage is poor in the interior and in other high altitude

regions. The measured precipitation may underestimate rhy = Nmax— hy (3.2)

the true ground precipitation. The magnitude of the er-

ror depends on the wind-speed and the under-catchrigloing so, the valleys become peaks and the peaks val-
more pronounced for solid (especially snow) than lideys, and the delineated “watersheds” defined the differ-
uid precipitation (see review by ARALDSDOTTIR et al. ent massifs. Figure 2 presents the different regions. Ta-
(2001), citing BRLAND et al. (1996)). ble 2 gives the number of gauges and the approximate

In the present study, no correction was considersite of each region, of which some overlap. Table 3

to account for the wind loss, or loss due to wetting @aummarizes the results of the multiple linear regressions.
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Figure 2: The nine different regions of SMOID]. Scales are in km.

The predictors explain in average more than 80% slope according to its steepness and orientation. There
the variance of the season average monthly precipits-a negative relationship between precipitation and the
tion in Iceland for the considered period. The wintdatitude in the south and a positive relationship in the
season (DJF) displays in average the poorest R-squareatth. The contribution of the minimum distance to the
This result suggests that the predictors are not as psea is not clearly defined, but the tendency is a reduction
erful to explain the complexity of the spatial variabilof precipitation from the coast towards the inland, with
ity of precipitation for this season with mixed precipisome exceptions for regions where the available network
tation phases and stronger wind regime as for the otli@mainly coastal and where there is some correlation be-
seasons. Table 5, in the appendix, presents the regtesen elevation and distance to the sea.

sion equations. The poor network density makes the un- A more comprehensive description of the precipita-
certainty of the regression coefficients relatively largdon mapping is given in the appendix.

Nevertheless, it is worth noting that a positive relation-

ship is observed between precipitation and elevation {Qpe 2: Region, number of gauges per region and the area of each
most cases, with a more pronounced effect during SQN;ion in kn?.

and DJF than MAM and JJA. The exception is for region

3 at all seasons where higher precipitation amounts are MAM JJA  SON DJF

observed by the coast than in the highlands, leading to a Region 1 (12276) 19 20 20 19
negative contribution of the elevation. The same nega- Region 2 (31060) 13 13 13 13
tive contribution of elevation is observed during JJA for Region 3 (16628) 9 9 9 9
regions 7 and 9 where the network is mainly located in Region 4 (11208) 11 11 11 11
the bottom of steep narrow fjords or valleys. The rela- Region 5 (9528) 77 7 8
tionship between precipitation and slope is negative in Region 6 (12492) 100 9 9 9
the north and northwest (regions 4, 5 and 7) at all sea- Region 7 (12816) 8 8 7 8
sons and positive elsewhere except in region 9 during Region 8 (21272) 12 12 12 12
DJF. This, together with the sign of the regression coef- Region 9 (7636) 10 8 8 9

ficient related to the orientation describe a precipitation
enhancement and/or rain shadow effects along the hill-
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Table 3: Multiple R-squared and F ratio (in brackets).

MAM JJA SON DJF
Region 1 0.84 (13) 0.89 (22.5) 0.845 (15)0.7 (6)
Region 2 0.65 (2.6) 0.75(4.25) 0.61(2.23Dp.58 (1.9)
Region 3 0.93(8.2) 0.89(5.2) 0.96(13.4p.87 (4.1)
Region 4 0.76 (3.2) 0.59(1.5) 0.73(2.7) 0.72(2.5)
Region 5 0.75 (0.6) 0.95(3.7) 0.98(9.8) 0.55 (0.5)
Region 6 0.92 (10.14) 0.7 (1.4) 0.9(5.6) 0.89 (4.7)
Region 7 0.83(2) 0.99 (59) 0.99(818) 0.89(3.4)
Region 8 0.89 (10.2) 0.87 (8) 0.88(9.37) 0.9(11.4)
Region 9 0.86 (5.1) 0.99(74) 0.83(1.9) 0.89(5.2)
Mean R-squared 0.852 0.846 0.858 0.777
SMOD : MAM 91-00 MM5 : MAM 91-00
E 400 |- jzz > -1 400 E 400 jgz e - 400
= 300 = 300
km km

Figure 3: Season average monthly precipitation for MAM 1991-2000 [mReference precipitation is shown in (a) and simulated by
MMS5 in (b).

3.2 Numerical modeling In this study, the turbulent boundary layer is param-

eterized according to &ING and FAN (1996) and cloud

The PSU/NCAR MMS model is a state of the art r'O"ghysics and precipitation (microhpysics) processes ac-

hydrostatic limited area model. It solves the pre ording to GRELL et al. (1995) and RISNER et al.

sure equations and the three dimensional moment . . . .
and thermo-dynamical equations that describe the at fé%)’ respectively. The version of the microphysi

sphere. using finite difference methods. The equatic A1 scheme used (Reisner2) includes cloud and rain wa-

; A 1aloR? as well as ice phase and super-cooled water. It
is:]re ;ntsee%rg;?fo'%;'mz;r;rin ?éﬂlé?nvéa-l_saor&be?e?;i ul?- rther includes graupel and ice number concentration
9 : pirog ' . g’ diction equations. At the model top the radiation

the fast moving sound waves, are handled using a ti e

" . - oundary condition formulated by tmpP and DUR-
spllf[tlng scheme (DD.H'A’ 1993).‘ There_ls aterrain fol- RAN (1983) has been applied in order to minimize the
lowing vertical coordinateg, defined as:

reflection of vertically propagating gravity waves. At-
Po— Pt mospheric long wave radiation is parameterized by the
Ps— Pt RRTM scheme, (MAWER et al., 1997), and short wave
radiation by DUDHIA (1993). For ground temperature
Herepy is the reference pressure in a constant referenge use the OSU/LSM scheme KEN and DUDHIA,
state,p is the constant pressure at the model top pnd 2001). The model, being run in a distributed memory

g =

is the reference pressure at the surface. mode, is forced by initial and boundary conditions from
321 Experimental set the European Centre for Medium range Weather Fore-
o xper up casts (ECMWEF). The data used is from the ERA40 re-

The domain used is 123 95 points, centered at 64 analysis project, having been interpolated from a hori-
N and 19.8 W, with a horizontal grid spacing of 8 km.zontal grid of 1.25to 0.5 prior to being applied to the
There are 23 vertical levels with the model top at 10dM5 modeling system.

hPa.
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Figure 4: Season average monthly precipitation for JJA 1991-2000][rReference precipitation is shown in (a) and simulated B3V
in (b).
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Figure 5: Season average monthly precipitation for SON 1991-2000][rR®&ference precipitation is shown in (a) and simulated b3V
in (b).

4 Results named North, South and SW and they are shown in
o . the upper right corner of Figure 1. All these regions
4.1 Qualitative comparison have a relatively dense observation network. In all
The season average monthly precipitation for the perioggions, MM5 produces a precipitation pattern which
1991 to 2000 is given in Figures 3 to 6. The overall paggrees fairly well with the reference. Figure 7 shows
tern in the MM5 simulation is in a good agreement witthe mean absolute relative error of precipitation sim-
REF, the greatest precipitation being along the southlated by MM5 compared to the reference precipita-
and southeast-coast of Iceland. The precipitation gtin. In the North the numerical simulation overesti-
dient from southwest-Iceland to the northeast, towardsates the observed precipitation from December to May
Langjokull and Hofsjokull glaciers, is also present iy 110—130%, while the overestimation in summer and
both models. The precipitation gradients and the vaf&ll is around 80%. In the SW region the mean simu-
ability looks in general similar to REF, although beindated precipitation is overestimated by about-280%
somewhat stronger in MM5. The most noticeable exvith the largest error being in the winter and spring. In
ceptions are in northwest-lceland and at the northwethe South the overestimation during summer and fall is
part of Vatnajokull glacier. Estimation of precipitatiorabout 30% and about 50% during spring and the winter
in both these regions is uncertain, both due to lack ofonths.

observations and the unrepresentative sampling of theFigure 8 shows the precipitation as a function of alti-
topography of the regions by the observation networktude for all grid points in regions North and SW for both
o oy REF and MM5 during JJA. Figure 9 shows the same
4.2 Quantitative validation but for season DJF. It is clear that both the precipitation
For quantitative validation of the numerical simulatiorvariability and the increase of precipitation with altieud
three regions have been defined. These regions &dlepe) is greater in MM5 than in REF in region North
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Figure 6: Season average monthly precipitation for DJF 1991-2000][rReference precipitation is shown in (a) and simulated B3V
in (b).

a: Mean absolute relative error (%): North 5 DISCUSSIOI‘]

150 -

100 \o\o/o The overestimation of precipitation in the MM5 sim-
50 ulations is greater in the north than it is in the south
0 and southwest of Iceland. This is presumably due to

MAM A e N ®F " both problems in the MM5 modeling system as well
b: Mean absolute relative error (%): SW as greater uncertainties of the reference precipitation in

150 the north. One source of uncertainty in the reference

100 is the unrepresentativeness of the observation network.
50 | o . | In fact, mapping of precipitation in complex terrain is
0 S ——o————————o— highly depended upon the density of observations (e.g.

MAM JIA SON oor  FREI and SHAR (1998)). In Iceland, there is signif-
e absolut:szroi:e o (06 South icant sm_all S(_:ale varia_bility in the orography and the
' ' observation sites are situated at low altitudes and close

10 to the coast. This is particularly true for region North.

100 The small scale variability in the orography introduces
ovjpe—— o ——°| problems in the MM5 simulations as it is not resolved
0 with the current resolution. Associated with this is that

MAM JIA SON DJF

Season MMS5 could be simulating to much precipitation at high
Figure 7. Mean absolute relative error [%], defined as 100altitudes, i.e. the precipitation gradient (slope) being t
IMMS-—RER  of MMS for regions (a) North, (b) SW and (c) South. Strong.  The model could further be overestimating the
background precipitation in the northern part of Iceland.
Another possible source of the discrepencies be-
tween REF and MM5 is that the reference is underesti-
for both seasons. The slope is about four times thatrogting the true precipitation because of wind loss, wet-
REF in JJA and about double in DJF. It is also wortting of the gauges and evaporation. This could explain
noting that the intercept, i.e. the precipitation at zero éb some extent the larger overestimation of MM5 dur-
evation, is higher in MM5 than REF, especially duringng winter and spring than summer and fall. In strong
the winter months. During these months the interceptivinds conventional observations of solid precipitation
MMS5 is about twice that of REF in region North. In JJAunderestimate grossly the true ground precipitation. Ob-
the intercept in MM5 is about 50% greater than in REBervation studies of solid precipitation (see review by
In DJF the precipitation variability in regions SW andHARALDSDOTTIR et al. (2001)) suggest that at wind
South (not shown) is similar to REF in MM5. The samepeeds greater than about 7 m/s, conventional precipi-
holds true for JJA, but to a less extent. During the wintéaition gauges capture less than half of the true precipi-
months the intercept is also slightly higher in MM5 anthtion. Precipitation during winter and spring in region
the slope being nearly twice the slope of REF. Duringorth (Figure 1) falls largely in the form of snow and of-
JJA the intercept is nearly identical but the slope beitign during strong winds. A large part of the overestima-
again greater in MM5 than REF. tion of the simulated precipitation there may therefore
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Figure 8: Season average precipitation as a function of elevatiodin(&) REF — region North, (b) MM5 —region North, (c) REF —iteg
SW and (d) MM5 — region SW. Upper left corner of the figures shtire intercept [mm] and the slope [mm/100m].

be considered to be due to wind loss in the observatioasnount of precipitation in summer and fall is also con-
If the precipitation is liquid, the wind loss is much lessiderably greater than in the North, and accordingly, loss
than if the precipitation is solid. This corresponds to thdue to wetting and evaporation is a smaller proportion of
overestimation being less in the period June to Noverhe total precipitation.
ber when most of the precipitation is liquid. In the sum- The results indicate that MM5 is overestimating the
mer and fall, there is still considerable overestimation difference between upslope and downstream slopes as
the precipitation in region North. The observed preciphere is more precipitation variability for a given ele-
itation in the summer in the northern lowlands is typiation than in REF. This may be related to the coarse
cally only about 40 mm a month, but distributed over @esolution of the MM5 simulations.
relatively large number of days. In such weather, loss Simulations that were made over a number of sub-
of observed precipitation due to wetting of the precigperiods revealed little sensitivity of the MM5 simula-
itation gauges and evaporation can also be expectedidms to both the land surface scheme and the domain
be of importance and observation errors therefore s8ike for the domain used in the current simulations and
account for some part of the difference between the tvaa15% larger domain.
models. As previously stated, almost all precipitation obser-
In regions South and SW a much smaller part of thation sites in Iceland are located below 200 m.a.s.l. and
precipitation is solid, even during the winter. AccordREF must therefore be considered to be less reliable
ingly, the simulation gives a much less overestimatiat high elevations than in the lowlands. The relatively
than in the North. As in the North the greatest overestiigh simulated values of precipitation in the mountains
mation is in the winter and spring and loss of observenuthin the three regions may therefore be more realistic
precipitation due to strong winds must still be regarddgdan a direct comparison with the current REF suggests.
as an important source of error in the reference. The
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Figure 9: Season average precipitation as a function of elevationJif ) REF — region North, (b) MM5 — region North, (c) REF —
region SW and (d) MM5 — region SW. Upper left corner of the fegushows the intercept [mm] and the slope [mm/100m].

Table 4: Cross validation — statistics of the estimation error fer 28 stations. Value found
without using interpolation of residuals is shown in braeke

MAM JIA SON DJF
MAE (%) 275 (27.7) 23.2(23.9) 28.4(28) 41.2 (40)
ME (mm) 3.38(4.42) 25(32) 7.7(86) 4.6(5.8)

STDEV (mm) 18.5(18.8) 20.6(20.6) 36.9(36.4) 32.6(32.1)

6 Concluding remarks pected to be simulated at mountain peaks and less down-
stream of mountain ranges. Large differences between
A general conclusion is that the simulated precipitatidhe two models in the mountains in the north underline
agrees quite well with observed precipitation when takie need for observations at high altitudes, both for the
ing into account errors in observations and modellingalidation of the numerical simulations as well as for the
errors in REF. Considering the uncertainty of the reflevelopment of SMOD and the precipitation mapping
erence in relation to both the precipitation loss and tioé Iceland. Due to strong winds and higher proportion
modeling errors (MAE being about 30%, see Table 4f snow, estimation of precipitation by observations of
the MM5 simulations seem to reproduce the precipitanow accumulation may be a more feasible option than
tion quite well in regions South and SW, but to muchonventional rain-gauge observations.
precipitation is simulated in the steep terrain in regio'&
North. The only obvious systematic errors in the simu-
lations are most likely related to the horizontal resoldrhe authors wish thank TraustbdssoN and Témas
tion. At higher resolution more precipitation can be exXJOHANNESSON for discussions and for initiating the

cknowledgements
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Table 5: Regression coefficients for each season: (a) MAM, (b) J}XSQ@N and (d) DJF. Standard error is shown in brackets.

MAM Intercept Bhin Y Elevation Slope Orientation
Region 1 279 (77) 1.93(0.64) -0.55(0.19) 0.024(0.09) 734)( -0.02(0.08)
Region 2 413 (97) 0.52(1.9) -0.91(0.28) 0.049(0.36) 12221  0.16 (0.13)
Region 3 -73(87) 0.638(0.62) 0.167(0.13) -0.09(0.07) &354) 0.09 (0.06)
Region4  -196 (127) -0.43(0.71) 0.364 (0.2) 0.109 (0.06) 69-(R.6) —0.09 (0.09)
Region 5 149 (116) 0.24(0.9) -0.159(0.2) 0.353(0.32) -—(u33 -0.08(0.16)
Region 6 177 (137) -1.685(1.6) 0.264 (0.26) 0.17(0.21) €319 0.42 (0.14)
Region7  -72(325) —-25.3(26) 0.49(0.65)  0.218 (0.2) —2223 (1 —0.20 (0.37)
Region 8 425 (54) -0.39(0.46) -0.88(0.14) 0.084(0.06) (®® 0.096 (0.08)
Region 9 33(313) -0.64(1.24) -0.003 (0.5) 0.01(0.1) 4.83(5 0.36(0.17)
JJA Intercept Bhin Y Elevation Slope Orientation
Region 1 380 (74) 2.36 (0.6) -0.83(0.18) 0.015 (0.08) 789)(3. -0.02 (0.08)
Region 2 404 (80)  1.37(1.6) -0.89(0.23)  0.01(0.29) 14.3(10 0.16 (0.11)
Region 3 110 (80) -0.14(0.57) —-0.98(0.12) -0.017(0.06) 8} 0.08 (0.56)
Region4 —221(135) 0.11(0.77)  0.45(0.21) 0.058(0.07) 8@B) —0.024 (0.1)
Region 5 78 (23) 0.2(0.18) -0.05(0.04) 0.2(0.06) -8.4(2.6D,085 (0.03)
Region 6 68 (256) —0.58 (3.13) —0.065 (0.5) 0.05 (0.42) 7.5 (7 0.18(0.28)
Region 7 311(57) -1.13(4.5) -0.34(0.11) -0.05(0.03) -B.BH) -0.003(0.06)
Region 8 458 (64) -0.64 (0.55) —0.95(0.16) 0.12 (0.08) 19)(6. 0.12(0.1)
Region 9 -343 (50) 0.65(0.29) 0.72(0.08) -0.14(0.015) ®98) 0.34(0.034)
SON Intercept Rin Y Elevation Slope Orientation
Region 1 441 (101) 2.18(0.81) —0.91(0.25) 0.1(0.1) 6.6)(4.8 0.03 (0.11)
Region2 465 (139) -0.006 (2.7)  —0.97 (0.4) 0.19 (0.5) 15 (17)0.24 (0.18)
Region 3 148 (128) 0.15(0.9) -0.13(0.19) -0.1(0.1) 7.9)(3.3 0.18 (0.09)
Region4 -300(251) -1.4(1.4) 0.62(0.4)  0.21(0.12) —4.7%)(5 0.036 (0.18)
Region 5 88 (39) 0.08 (0.3) —0.005 (0.06) 0.54 (0.1) —23 (4.3)0.08 (0.05)
Region 6 —87 (230) -5(2.8) 0.26 (0.4) 0.6 (0.37) 5.2 (6.4) (0.25)
Region 7 —695 (25) —61 (1.5) 1.8 (0.05) 0.59 (0.01) -50 (1.3)0.8%(0.02)
Region 8 603 (79) -1.24(0.7) -1.26(0.2) 0.2(0.09) 24.9)(8.4 0.16 (0.12)
Region9 903 (1329) -4.71(6.2) -1.36 (2.2) -0.006 (0.25) 7 (15.8) 0.25 (0.579
DJF Intercept Bhin Y Elevation Slope Orientation
Region1 420 (140) 1.19(1.16) -0.8(0.34) 0.16(0.17) 58)(6. 0.08(0.16)
Region 2 431 (127) 0.65(2.5) -0.86(0.37) 0.17(0.46) 125591 0.17 (0.179)
Region3  —-48(161) 0.53(1.15) 0.14(0.24) -0.1(0.13) 7.56)(4 0.05(0.11)
Region4 -104 (237) -1.46(1.3) 0.22 (0.37) 0.19(0.12) —(M&® -0.13(0.17)
Region5 152 (174) -1.01(1.11) -0.17(0.29)  0.26(0.34) {B39l) 0.0015 (0.2)
Region 6 346 (254) -3.64(3.1) —0.54(0.48) 0.4 (0.4) 0.65 (7)0.65 (0.28)
Region 7 -1669 (553) -92 (38) 3.9(1.2) 1.04 (0.35) -92 (31) .28-10.64)
Region 8 617 (74) -1.11(0.63) -1.28(0.19) 0.19(0.09) 289( 0.16(0.11)
Region9  953(825) -3.9(2.6) -1.5(1.39) 0.21(0.18) —4.7(130.23(0.31)

project. Comments from two anonymous reviewers fuwhere SMOD(u, k) is the predicted precipitation from
ther improved the article. the statistical model are{u, k) is a random residual with
zero mean and variance.

Appendix
Precipitation mapping

After the multiple linear regression equations are deter- .
mined for each regio® and each seasdq the precipi- SMOD(u,k) = SMOD(U,k, D)
tation can be decomposed as the sum of two variables:

R(u,k) = SMOD(u,k) + e(u, k) (6.1)

5
=agkp + Z ajkpPju (ueD) (6.2)
=1
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For the locations belonging to more than one region, tRegression coefficients

mean of the different predictions is taken: ) o
Table 5 shows the regression coefficients for each sea-
SMOD(u,k) = E[SMODOu,k,D)]  (6.3) son.

The SMOD precipitation maps were produced for the
following seasons: SON, DJF, MAM and JJA, by apply-
ing (6.2) and (6.3) to a regularly spaced grid of 2 knﬁ&eferences

resolution. No spatial inconsistency was found in the%%SIST A. G.D. BELL, V. MEENTEMEYER 1994: Statis-

maps after merging the different sectors together. Thenyjca Relationship between Topography and Precipitation
the residuals were interpolated using a spline function inpatterns. — J. Climatg9), 1305-1315.

tension (see ®BITH and WESSEL (1990)) and added to BENICHoOu, P., O. L. BRETON, 1987: Prise en Compte
the SMOD precipitation maps in order to produce to the de la Topographie pour la Cartographie des Champs Plu-

final estimateli(u, K): viométriques Statistigueka Météorologie7(19), 23-24.
. CHEN, F., J. DuDHIA, 2001: Coupling an Advanced Land-
R(u,k) = SMOD(u,K) + &(u, k) (6.4) Surface/Hydrology Model with the Penn State/NCAR

- s MMS5 Modeling System. Part I: Model Implimentation and
In order to assess the efficiency of the precipitation map-sensitivity. — Mon. Weather Re%29, 569-585.

ping, a cross-validation procedure was defined. A setpiLy, C., R. NELsON, D. PHILLIPS, 1994: A Statistical-
28 validation stations located between 20m and 400mTopographic Model for Mapping Climatological Precipi-
height were chosen (see Figure 1). One station wagation over Mountainous Terrain. — J. Appl. M88, 140—
removed at the time, the statistical model re-calibrated158.

each time and a new value estimated using (6.2), (63}°CVE G. J. HUMBERT, J. DERAISME, N. MAHR,

- . FRESLON 2002: A Statistical-Topographic Model us-
and (6'4)'. Three statistical tests were then used to asse g an Omnidirectional Parametrization of the Relief for
the mapping procedure.

Mapping Orographical Rainfall. — Int. J. Climata2,

The mean absolute error in %: 599-613.
Ii(u k) — R(u, k) DuDHIA, J., 1993: A Nonhydrostatic Version of the Penn
MAE [%] :100-E[ : : H (6.5)  State-NCAR Mesoscale Model: Validation Tests and
R(u,k) Simulation of an Atlantic Cyclone and Cold Front. —
FrEI, C., J. H. GHRISTIANSEN, M. DEQUE, D. JACOB,
_ (B _ R. JONES P. L. VIDALE, 2003: Daily precipitation statis-
ME = [(R(u, k) —R(u, k))] (6.6) tics in regional climate models: Evaluation and intercom-

. parison for the European Alps. — J. Geophys. Re§D3),
The standard deviation of the error: ACL9—1-ACL9-109.

) FREI, C., C. SSHAR, 1998: A Precipitation Climatology of
STDEV=,/E <(I§(u k) — R(u,k)) — ME) (6.7)  the Alps from High-Resolution Rain-Gauge Observations.
’ ’ — Int. J. Climatol.18, 873-900.
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and JJA). Glaciology32, 339-344.
L . HONG, S. Y., H. L. PaN, 1996: Nonlocal boundary layer
Reference precipitation used to verify MMS vertical diffusion in a medium-range forecast model. —

The horizontal resolution of MMS5 is 8 km. A referenc%IyFil'gviat%élzg‘ézﬁ 3?82_22030319'T0pographic Effects
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seasork by taking the mean of all the point estimates ping in the French Alps. — J. Appl. Met0, 720—~740.

(6.4) located within a 10 km circular window centere® Lemp, J. B., D. R. DURRAN, 1983: An Upper Boundary
on that grid point: Condition permitting Internal Gravity Wave Radiation in

. o . Numerical Mesoscale Models. — Mon. Weather REM,
REF(i,k) =E[R(u,k)] [[u—i[[<5km  (6.8)  430-444.
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Abstract

Atmospheric flow over Iceland has been simulated for theopeBieptember 1987 through June 2003, using
the PSU/NCAR MM5 mesoscale model driven by initial and bargdiata from the European Centre for
Medium-range Weather Forecasts (ECMWEF). The simulatedigitation is compared with two types of
indirect precipitation observations. Firstly, snow acalation on two large ice caps in SE-Iceland and on
two large glaciers in central Iceland. Secondly, model otipused as input to the WaSiM-ETH hydrological
model to calculate and compare the runoff with observedffdronm six watersheds in Iceland for the water
years 1987-2002. Model precipitation compares favounaftly both types of validation data. The seasonal
and inter-annual variability of precipitation is investtgd at low as well as high altitudes. The simulations
reveal a negative trend in the winter precipitation in Wioel, but a positive trend in the ratio of lowland
precipitation to mountain precipitation in E-lceland. Téés in general a substantial inter-annual variability
in the ratio of lowland precipitation to precipitation inghmountains, especially in E-Iceland, emphasizing
the limitation of precipitation observations in the lowtnas a proxy for precipitation in the mountains. In
order to assess the impact of orography on the precipitatiorate of Iceland, precipitation is simulated with
flat Iceland and compared to a simulation with true orografihig found that the mountains contribute to a
total increase of precipitation in Iceland of the order oR40

Zusammenfassung

Die atmosphérische Strémung Uber Island wurde fir den &eiirvon September 1987 bis Ende Juni
2003 mit Hilfe des mesoscaligen PSU/NCAR MM5-Modells unteaBenutzung von Anfangs- und Rand-
werten aus dem European Centre for Medium-range Weathec&sts (ECMWF) simuliert. Der simulierte
Niederschlag wird mit zwei Arten indirekter Niederschlagsbachtungen verglichen. Zum einen mit der
Schneeansammlung auf je zwei groRen Gletschern in SGdisiaah in Zentralisland. Zum anderen werden
die Modellergebnisse des MM5 als Ausgangsdaten fur dasologlsche Modell WaSiM-ETH verwendet,
um die anfallende Wassermenge zu berechnen. Diese wirdndiader angefallenen Wassermenge von sechs
Einzugsgebieten in Island fur die Wasserjahre 1987-20@ftigken. Der im Modell ermittelte Niederschlag
ist mit beiden Arten der Vergleichsdaten im Einklang. Diergszeitliche und interannuelle Variabilitéat von
Niederschlag wird fur niedere und hohe Hohenlagen untbtsiie Simulationen zeigen einen negativen
Trend im Winterniederschlag in Westisland, jedoch einesitp@n Trend im Verhaltnis von Flachlandnieder-
schlag zu Bergniederschlag in Ostisland. Es gibt im allgeereeine grundlegende interannuelle Variabilitat
im Verhaltnis von Flachlandniederschlag zu Niederschiagddn Bergen, besonders in Ostisland, was die
eingeschrankte Ubertragbarkeit von Niederschlagsbébiagen in den Niederungen auf den Niederschlag
in den Bergen hervorhebt. Um die Auswirkungen der Orogeaghif das Niederschlagsklima von Island
zu beurteilen, wird der Niederschlag fur das flache IslantBert und mit einer Simulation fiir die wahre
Orographie verglichen. Es stellt sich hierbei heraus, d&s8erge um 40 % zu einer Gesamtzunahme des
Niederschlags in Island beitragen.

*Corresponding author: Olafur Régnvaldsson, Institute for Meteorcab&Research, Orkugardur Grensasvegur 9,
108 Reykjavik, Iceland, e-mail: or@os.is

0941-2948/2007/0174 $ 6.75
DOI: 10.1127/0941-2948/2007/0174 (© Gebruder Borntraeger, Berlin, Stuttgart 2007
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1 Introduction ROGNVALDSSON et al. (2004) simulated precip-
itation in Iceland over a 10-year period using the

The idea of using limited area models (LAMs) for repSU/NCAR MM5 model (®RELL et al., 1994). Sim-
gional climate simulations was introduced bydBIN- ylations were compared to conventional precipitation
soN et al. (1989) and refined by IGRGI (1990). One measurements (i.e. rain-gauge data) and to precipita-
of the benefits of such an approach is that it is relativefyn estimated by a statistical model based on observed
inexpensive in terms of necessary computer resour¢gm-gauge data and a number of topographic and geo-
used for simulations of the atmospheric flow at relgraphic predictors. It was found that the simulated pre-
tively high spatial and temporal resolutions. As resoliipitation was in general greater than observed precipita-
tion is increased, processes governed by the interactigih. However, the magnitude and the seasonal and geo-
of the large scale flow and topography become better ggaphic distribution of the overestimation indicated that
solved by the models. One drawback of this approaghwvas to some extent associated with observation errors
which is not present in global climate models is thafue to wind loss of solid precipitation and with limi-
the simulations are dependent on the lateral boundgayions in the representativeness of the observations as
conditions. These can constrain the model dynamics apéll. BRomwicH et al. (2005) simulated the same 10-
hence affect the results (e.g.ARNER et al., 1997). To year period (1991-2000) using the Polar MM5 model
minimize the constraining effects of the boundary coqBromwicH et al., 2001; GsSANO et al., 2001) and
ditions, QAN et al. (2003) suggested consecutive shagfith the same horizontal resolution as i&NVALDS-
term integration, overlapping in time as to minimize thgon et al. (2004). They concluded that simulations of
effects of spin-up, instead of a single long term intehe time-averaged near-surface temperature, moisture,
gration. Other investigators (e.g!@RGI and MEARNS, wind and precipitation were in relatively good agree-
1999) opt for longer integration times, emphasizing thfent with observations. Trends in simulated precipita-
importance of the model to be free to develop its owfbn were linked to changes in the NAO index for the
internal circulations. LANG et al. (2004) used this ap-region.
proach when simulating precipitation over the U.S. dur- BenoIT et al. (2000) reported some of the advan-
ing 1982-2002 using the MM5-based regional climatgges of using one-way coupling of atmospheric and hy-
model CMM5. Several case studies investigating or@rological models, calibrated with observed discharge
graphic forcing of precipitation have been made in remta, for validation of precipitation calculated by the
cent years. @1A0 et al. (2004) used the MMS5 model atatmospheric models. They conclude that stream flow
a 5 km horizontal resolution to simulate a heavy precipiecord gives a better estimate of the precipitation that
tation event during MAP |IOP-2B. The precipitation wagas fallen over a region than point measurements, and
satisfactorily reproduced by the model although the tota}en though there were uncertainties related to their hy-
amount of precipitation was slightly higher than meatrological model (WATFLOOD), it was sufficiently sen-
sured by rain-gauges.&zi et al. (1998) simulated asitive to help improve atmospheric modelsaHet al.
1994 flooding event in northwestern Italy. The role q002) used output from the RegCM2 modeli¢BGI
orography was found to be crucial in determining thex al., 1996) as input to a distributed hydrological model
precipitation distribution and amount. Orographic preor four basins in the USA. Their research indicated
cipitation has also been investigated by use of linear that precipitation averaged over a large area could have
ory models (e.g. BRSTAD and S1ITH, 2005; SITH et the daily variations necessary for basin scale model-
al., 2005). By using a relatively simple model they idenng. Studies focussing on one-way coupling between
tified the cloud delay time (i.e. the rate of conversion @ftmospheric models and the WaSiM-ETH watershed
cloud water to hydro-meteors and the rate of evapoidodel in alpine landscapes have earlier been reported
tion) as a primary unknown parameter. by JASPER et al. (2002), AsPER and KAUFMANN

The climate of Iceland is largely governed by the in2003) and by KINSTMANN and SADLER (2005). The
teraction of orography and extra-tropical cyclones, boflyaSiM-ETH model has further been integrated with a
of which can be described quite accurately by presejlhicier sub model (Kok et al., 2001) to simulate the
day atmospheric models. As a result, dynamical dowglischarge of a heavily glaciated drainage basisrER
scaling of the climate, using limited area models, giveg al. (2002) compared WaSiM-ETH simulations that
valuable information about precipitation distribution, esyere driven by observed meteorological data, with sim-
pecially in the data-sparse highlands. ulations driven by data from high-resolution numerical

The impact of orography on precipitation and preyeather prediction (NWP) modelsasPErRand KAUF-
cipitation in the mountains have an economic aspegiann (2003) compared results from WaSiM-ETH wa-
since hydraulic power is generated only by water thedrshed models that were on one hand driven by meteo-
has fallen as precipitation in the mountains, and not j8logical observations and on the other hand driven by

the lowland. However, most precipitation observationgata from atmospheric models. They concluded that the
including long time series, are from the lowland.



94

Meteorol. Z., 16, 2007 O. Roégnvaldsson et al.: Numerical simulations of precijuita 73

hydrological model was sufficiently sensitive to providéhe validation data. Results are presented in section 4
substantial information for the validation of atmospheri&nd discussed in section 5 followed by summary and
models. KUNSTMANN and SADLER (2005) were able conclusions.

to reproduce observed stream flow reasonably well in an

alpine and orographically complex basin in Germany by Model configurations

driving the WaSiM-ETH watershed model with MM5

output data. 2.1 Atmospheric model

In a recent study by @NSDOTTIR and FORARINS- .
SON (2004) the HBV watershed model 4&GtHun, 1he PSU/NCAR MMS model (GELL etal., 1994) is a
1996) was calibrated and driven both with observ%&ate of the art _non—hydrostatlcI|m|ted_area model. It has
and simulated data from the MM5 model. The mairce" used to simulate the atm_osphenc flow over Iceland

. : er a more than 15-year period from September 1987
results were that the correlation between daily v Arough June 2003. The domain used is 123 x 95 points,
ues of measured discharge and discharge calculated-BMtered at 64N and 19.5W, with a horizontal resolu-
the MM5 data was fairly good. The correlation wagon of 8 km. There are 23 vertical levels with the model
somewhat higher when data from nearby weather stgp at 100 hPa. A more detailed description of the model
tions were used. Using the MM5 data, however, intonfiguration can be found in GGNVALDSSON et al.
proved the water balance for each water ye@vRs- (2004).

SON et al. (2005) simulated a short winter flood in the

bjérsa-Tungnaa river basin in S-lceland, using precigi-2 Modeling approach

tation as simulated by the MM5 model and the HEGrpe MM5 model was used with initial and lateral bound-
HMS (HYDROLOGICAL MODELING SYSTEM, 2000) aries from the ERA40 re-analysis project as to 1999.
runoff model. They concluded that the runoff modedfter that date, operational analysis, from the ECMWF
showed results that were in good agreement with olvere used. The ERA40 data were interpolated from a
served discharge in the river basin. The MM5 modébrizontal grid of 1.125to 0.5 prior to being applied to
output has also been used as input to the Universifie MM5 modeling system. The modeling approach dif-
of Washington Distributed-Hydrology-Soil-Vegetatioders from that used by BomwICH et al. (2005). Instead
Model (DHSVM) to form an automated riverflow fore-Of @Pplying many short term (i.e. of the order of days)
casting system (\WsTRICK et al., 2002). simulations and frequently updating the initial condi-
A atmospheric flow over Iceland has been simulatdi§ns: the model was run over a period of approximately
for the period September 1987 through June 2003 usflg, Months with only lateral boundary conditions up-
version 3-5-3 of the MMS5 model and initial and bounddated every six hours. This was made possible by taking
ary data from the European Centre for Medium-ran%jv"’mt"’Ige of the OSU land surface modeHE® and

2001).
Weather Forecasts (ECMWF). The results are compa HPHIA, 20
with two types of indirect precipitation observations, 1€ Period from September 2001 through August

Firstly, snow accumulation on two large glaciers in SE2002 was further simulated with the orography of Ice-

Iceland and on two large ice caps in central Iceland. S&and being reduced down to one meter.
ondly, model output was used as input to the WaSiM; :
ETH hydrological model @sPeRret al., 2002; ASPER I\ﬁ'?’ Hydrological model
and KAUFMANN, 2003) to calculate the runoff from sixThe WaSiM-ETH hydrological model is a fully dis-
Icelandic watersheds for the water years 1987-20@dbuted catchment model using physically based algo-
The hydrological model is calibrated against measurgthms and parameters for the description of hydrologi-
discharge from six watersheds in different parts of Iceal processes £3PERet al., 2002; AsPERand KAUF-
land where neither glaciers nor groundwater play an imrann, 2003). The model offers various methods of cal-
portant role in the hydrological cycle. Hence, the hyulating the different water balance elements depending
drological model output gives a fully independent evaén the availability of input data. The input data from
uation of the simulated precipitation in addition to thehe MM5 model used in the hydrological model were
glaciological data. _ o _precipitation, temperature at 2 metres above ground and
The seasonal and inter-annual variability of precigvind speed at 10 metres above ground. The Penman-
itation is investigated at low as well as high altitudesonteith estimate of actual evaporation requires defin-
In order to assess the impact of orography on the pigon of vegetation parameters that were not available,
cipitation climate of Iceland, precipitation is simulate@nd also data on humidity and radiation that could not
with flat Iceland and compared to a simulation with truge ysed directly from the MM5 model. An attempt to
orography. . _ _ use Penman-Monteith with the limited data available
The remainder of this paper is organized as followgierefore proved unsuccessful. The Hamon approach
In section 2 we discuss the hydrological and atmosphe(Fq;DERERand LASH, 1983) was therefore used to cal-
model configurations. Section 3 gives a description gfilate evaporation. A temperature-wind index method
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Figure 1: Overview of the four ice caps used for validation purposes, dots indigpiteal location of observation sites. Red dots on Hof-
sjokull glacier are along profile HN (Npart), blue dots along profile HSW/(fart) and green dots along profile HSA (SEpart), observations
at locations shown in black have not been used in this study.

was used to account for higher melting when wingarameters that were fitted were (7) temperature limit
speed is high. The soil model used Richards equatibatween rain and snowg,s (8) temperature at which
(RICHARDS, 1931; RHILIP, 1969) for the unsaturatedsnow melt startsTy, (9) degree-day factor without wind
zone, but no groundwater model was applied. consideration¢;, and (10) degree-day factor with wind
In this study, ten parameters describing both the ueensiderationg,.
saturated zone and snow accumulation and melt wereA one-way coupling between the MM5 and WaSiM-
fitted to each watershed. For the unsaturated zone, BlEH model was applied by using the output from the
following six parameters were fitted: (1) storage coeffMM5 model as input to the WaSiM-ETH model. The
cient of direct runoffky, (2) storage coefficient of inter MM5 output was on an & 8 km horizontal grid, while
flow, ki, (3) drainage density, (4) recession constantthe grid of the watershed model was set to L km res-
for base flow,ky,, and (5) saturated hydrological conelution to catch more of the characteristics of the land-
ductivities of the uppermost aquifer and (6) the fractioscape. Each grid point in the MM5 model was treated
of surface runoff on snow melt. The four snow models a meteorological station, and the input to each grid
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Figure 2: The location of the six watersheds and corresponding gauging statied$ass/alidation of the MM5 precipitation data.

cell in WaSiM-ETH was evaluated by inverse distanc  *°%} 1

weighting between the grid points of the MM5 mode

The MM5 model output values are available for everg
six hours, while the watershed model was run at a da%
time step because of the time resolution of observg
data. The MM5 model output was therefore regridded &
a daily time step, with precipitation from each of the foLs 2500[
within-day time steps being accumulated, and with dai%
averages calculated for temperature and wind speed.z

p=(0.9176 ; 5.52865e-07)

3500

3000
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Accumu
U

3 Validation data '

. . 1000 : I ] I 1 1 L L L
3.1 Glaciological data 1988/89 1992/93 1996/97 2000/01

The spatial variability of the mass balance on large ice , Winter .
masses, such as Vatnajokull and Langjokull ice Caﬁéc,;ure 3: Estlmated mean accumulated winter precipitation [mm]
can be mapped given data along several profiles &9 profiles HN (N-part), HSA (SE-part) and HSV (SW-part) at
tending over the elevation range of the ice caps. Sindiudes between 1450 and 1650 metres (solid lio&ANNESSON
1991 annual mass balance has been observed on par?é%f 2006). Dashed line represents simulated precipitation by MM5
Vatnajokull ice cap in SE-Iceland (BRNSsONet al., from a single grid cell over Hofsjokull ice cap at altitude 1540 me-
1998) and from 1996 on Langjokull ice cap, central Icées. Red, green and blue crosses represent mean values aleng pro
land (Bi®RNSSONet al., 2002). Here, we only use meatiles HN, HSA and HSV respectively on the altitude interval 1440
surements of accumulated wintertime snow, expressé@o metres (cf. Figure 1). Error bars indicate the standard deviation
in terms of liquid water equivalents.JBRNSSONet al. of the observations. Observed values from individual snow stakes
(1998) estimated the uncertainty of the areal integral® from SGUrRPSSON(1989, 1990, 1993),IBURPSSONand SG-

of the mass balance to be a minimum of 15 %. Due te@pssa (1998) and Sigurdsson et al. (2004).

surging of the Dyngjujokull glacier in 1998-2000 the

uncertainty is considerably greater for this period and

the foolowing winter (RLssON et al., 2002a). The ice

caps and typical locations of the mass balance stakes are

depicted in Figure 1.

Precipitation on Hofsjokull ice cap has been olis approximately 1540 metres, i.e. more than 250 me-
served at sites along profile HN (cf. Figure 1) sincees lower than in reality. Hence, we use area-integrated
1987 and along profiles HSV and HSA since 198&ata from an elevation range of approximately 1450—
(SIGURDPSsON et al., 2004). In our model configura-1650 metres along the three profiles HN, HSV and HSA
tion the maximum elevation of the Hofsjokull ice cagJOHANNESSONet al., 2006).
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Table 1: Comparison of observed and calculated discharge at six dischatigastand Nash-Sutcliffe coefficients of model fit.

Station Qumeas[m’/s] Quuc[m®/s]  Difference [%] R2 R2log
198 26.8 25.4 52 0.62 0.60
265 19.6 20.8 6.1 0.70 0.74
45 123 13.4 8.9 0.69 0.62
128 29.4 29.4 9.7 0.61 0.64
148 9.1 10.4 10.4 0.64 0.71
200 484 11.4 11.4 0.53 0.53

2000 ~.
1500 [
1000

500

zggg 3 3 2002. Average daily discharges from the database of the
_ 15005_ 3 Hydrological Ser_vice of the National Energy Authority
S . S I>~.___ 1 wereusedto calibrate the model. A 500-m digital eleva-
g 500 £ Dyngjujokull p=(0.3647;0.3000) 7 tion model (LELANDIC METEOROLOGICAL OFFICE et
' 2500 i al., 2004), a soil map from the Agricultural University of
g5 2000 Iceland and a digital vegetation map from the Icelandic
5 1500F Institute of Natural History were used in WaSiM-ETH
k: 1283 to describe the watersheds. The geographical data were
2 2500F all regridded to a 1 x 1 km spatial resolution.
<

F Langjokull p=(08028;00068)] 7 Results
1992/93 1994/95 1996/97 1998/99 2000/01 2002/03

Winter 4.1 Comparison with glaciological data

Figure 4: Estimated from observations (solid) and simulated byhe simulated wintertime precipitation at Hofsjokull ice
MM5 (dashed) accumulated winter precipitation for Dyngjujt‘)kul&ap is in good agreement with observations (cf. Figure
(top) and Braarjokull (middle) glaciers and Langjokull (bottom) iceg,) over the northern part of Hofsjokull (HN, red dots,
cap. Error bars indicate 15 % uncertainty of the observations, excgpt Figure 1), the SE-part (HSA, green dots, cf. Figure
for 1998-2001 at Dyngjujokull where it is 25 %. Glaciological datd) and the SW-part of the ice cap (HSV, blue dots, cf.
for Dyngjujokull and Braarjokull are from BORNssonet al. (1998, Figure 1). The solid line in Figure 3 shows the esti-
2002) and RLssoN et al. (2002a, 2002b, 2004b, 2004c). Data fomated wintertime precipitation, taking into account ab-
Langjokull ice cap are from BORNSSONet al. (2002) andR.ssoN  lation due to liquid precipitation and/or melting, at al-
et al. (2004a). titude between 1450 and 1650 metres at locations HN,
HSA and HSV. The dashed line shows the wintertime
. precipitation simulated by MM5 at a single grid cell
3.2 Hydrological data over Hofsjokull ice cap at altitude 1540 metres. The
Large areas of Iceland are covered with post-glacgimulated precipitation is within one standard deviation
lava. In those areas, precipitation infiltrates through tieé snow accumulation for the whole observation period
porous surface, to the groundwater aquifers and in sofd®87-2003), observed at snow stakes between 1440
cases through the groundwater aquifers to the oceand 1680 metres altitude. The Spearman’s rank corre-
Furthermore, the temperature at high altitudes in Icktion' is 0.92 with a significance value of% 10",
land remains below zero for some months during the When compared with estimated areal integrals of
winter, so that some of the autumn and winter pravintertime precipitation over the Dyngjujokull (1040
cipitation is stored until spring and glaciers may sto#m?) and Bruarjokull (1695 k) glaciers and the
precipitation from one season, year or decade to thangjokull ice cap (925 ki), the rank correlation de-
next. The complexity of the hydrological cycle theresreases somewhat (see Figure 4). The model shows
fore varies from one area to the other. In this study, silke least skill on Dyngjujokull g =0.365;0.300) and
watersheds were selected where the rivers are printlye greatest skill on Langjokulio(=0.893;0.007). The
ily direct-runoff rivers and are therefore relatively fregorrelation for Braarjokull is 0.691 with a significance
from the complications of groundwater components and
glacier mass balance changes. The locations of the'Wiused the_correlatefunction Withintl:le IDI® software package.
selected watersheds are shown in Figure 2. However'%"s function computes the Spearman'’s rank correlation of two sam-
the watersheds have substantial snow cover during e populations X and Y. The result is a two-element vector contain-
, . he rank correlation coefficient and the two-sided significance of
winter, so that the models were run on the basis ofit@ deviation from zero. The significance is a value in the interval
water year, i.e. from September 1, 1987 to August 3,0, 1.0]; a small value indicates a significant correlation.
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Figure 6: Comparison of measured (solid lines) and calculated (dashed linedj ftom September 1, 1998 to August 31 2000 at stations
198, 200, 265.

value of 0.019. The simulated precipitation is within est.2 Comparison with hydrological model

timated observational error-margins for 5 out of 10 win- data
ters for Dyngjujokull, 9 out of 11 for Braarjokull and 5
out of 7 for Langjokull ice cap. Runoff from the six Icelandic watersheds used in this

study is strongly influenced by snow accumulation and
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Figure 7: Mean annual precipitation from March 1988 through February 2003naslated by the MM5 model. Dashed lines show the
definition of NW, NE, SE and SW quadrants.

snow melt. Therefore, the fit of simulated to observadonths (June to August, JJA). These two seasons show
runoff is highly dependent on both temperature and prite greatest (DJF) and smallest (JJA) inter-annual vari-
cipitation, while the overall water balance of water yeagility. On average, the greatest difference between pre-
depends primarily on precipitation data. Here, the Nastipitation at low- and highland points is in the SW quad-
Sutcliffe coefficientR2 (NAsSH and SUTCLIFFE, 1970) rant for all seasons, while the NE quadrant shows the
and R2log is used to measure how well the simulatesimallest difference. There is considerable inter-annual
runoff fits the observed runoff. Both coefficierR2 and variability for all quadrants, but least in the NE. The
R2log range from 1 to- , where a perfect fit equals 1.NE quadrant is the driest quadrant. Precipitation at lower
The coefficienR2 emphasizes the fit for high flows andltitudes sometimes exceeds precipitation in the moun-
floods whileR2l og puts greater weight on how well lowtains, most frequently so during SON in the NE quadrant
flows are simulated. and in JJA in the SE quadrant.

Table 1 shows th&2 andR2log coefficients as well Figure 9 (left) shows the seasonal precipitation over a
as the fit of the water balance for the period Septemberb-year period from MAM 1988 through DJF 2002. The
1988—August 31, 2002. The average simulated runoffdesasonal variability is clear in all quadrants and lowland
7 % higher than the observed runoff, tR2 andR2log precipitation is clearly considerable lower than precipi-
values are higher than 0.6 except for one basin wheation in the mountains at most times. The exception is
they are both 0.53. Figures 5 and 6 also show obsenthd NE and to a less extent, the SE quadrant from 1997
and simulated hydrographs, for the period Septembeitd 2002. The right panel of Figure 9 shows the seasonal

1998-August 31, 2000, for the six watersheds. precipitation for all quadrants for the same period. A
Simulated ti , negative trend can be seen in wintertime (DJF) precipi-
4.3 Simulated time series tation in the western part of Iceland (cf. Figure 8, upper

Figure 7 shows the mean annual precipitation as sinlgft panel).
lated with the MM5 model over the 15-year period from Figure 10 shows the ratio of simulated low- and high-
March 1988 to February 2003. It shows a realistic pré&nd precipitation to total precipitation for each quad-
cipitation pattern with the greatest precipitation over ttf@nt, as well as the sum of all quadrants. In the NE and to
large ice caps in S- and SE-Iceland and over the thig@me extent in the SE, there is a positive trend in the rel-
large ice caps in central and NW-Iceland. ative proportion of lowland precipitation during winter
Figure 8 shows simulated seasonal precipitation fapd springtime but the greatest inter-annual variability
lowland points, defined as model grid points below 100 the precipitation of lowland to highland precipitation
metres (11 % of Iceland) and highland points (altitudé during JJA in the SE quadrant. There appears to be
above 100 metres) for the four quadrants shown in Fign oscillation in the lowland precipitation during winter
ure 7 as well as the whole of Iceland. The greateé$?JF) and summer (JJA) in the southern quadrants with
absolute difference between the lowland and highlagdoeriod of about five years in this period. The greatest
points is during the winter months (December to Febra@mplitude is found in the SE quadrant during JJA 1992—
ary, DJF) and minimum difference is during the summe®©02.



100

Meteorol. Z., 16, 2007 O. Roégnvaldsson et al.: Numerical simulations of precijuita 79
DJF MAM
1200 NW quadrant 1200 NW quadront
900~ - 900 4
600 . " e . —
soof- T NI © o 300
1208 NE quadrant 1208
900 -1 900
600 — -1 600
300 -1 300
1208 1208
SE quadrant SE quadront
900 — -1 900
600 e TN ONG A e -1 600
300 - 300
1208 1208
900 200
600 — 600
300 300
1208 1208
900~ 900
600 600
300 300
o] 0]
1988 1990 1992 1994 1996 1998 2000 2002 1988 1990 1992 1994 1996 1998 2000 2002
JJA SON
1200 NW quodrant 1200 NW quadrant
900}~ — 900 _
600 -1 600
300 -1 300
1208 NE quadrant 1208
900 -1 o000
600~ -| 800
300 -1 300
1208 SE quodrant 1208
900 -1 o000
600 -| 600
300 -1 300
1208 SW quadrant 1208
900 -1 o000
600 -| 800
300 — -1 300
1208 All quadrants 1208
Q00— -1 900
600 -] 600
300 -1 300
o]

1988 1990 1992

1994

1996

1998

2000 2002

1988 1990 1992 1994 1996 1998 2000 2002

Figure 8: Simulated seasonal (DJF, MAM, JJA and SON) precipitation [mm] for thwalod (dashed lines, topography below 100m) and
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Figure 9: Simulated seasonal precipitation [mm] from MAM 1988 through DJF 2@2He NW, NE, SE and SW quadrants and sum
of all quadrants (left). Solid black line shows the total precipitation, daghedshows the precipitation for the highlands (z>100m) and
dashed black lines for the lowlands (z<100m). The right panel shasghsonal precipitation [mm] for all quadrants for the same period.

4.4 Orographic effects of data only provides validation on a much longer time-
scale than conventional rain-gauge data, and the daily
Figure 11 shows the accumulated precipitation betwegftor in the precipitation downscaling remains unclear.
September 2001 and August 2002 with unmodifigdowever, the comparison with the observational data
(CONTROL, left) and flat terrain (FLAT, right). The ab-shows that the climatological values of the simulated
solute difference between the two simulations is showecipitation are of good quality. The correlation be-
in Figure 12 (left) as well as relative difference (rightkween observations and simulations is in fact much bet-
The mean monthly precipitation for both simulations igr than in RRGNVALDSSONet al. (2004). The relatively
shown in Figure 13 along with the relative difference. poor correlation in RGNVALDSSON et al. (2004) is
The mountains constitute about 40 % increase in pligainly because of observational errors associated with
cipitation over Iceland. The differences in monthly valundercatchment by the rain-gauges but not because of
ues range from 25 % to 55 %. The mountains causegoor statistical model treating the rain-gauge obser-
drying in the highlands north of the Vatnajokull ice capations or a poor quality in the numerical simulations.
and north of the two large ice caps in central Icelangh this study, precipitation from the MM5 model has not
The valley areas in the central and southeast part of #gen scaled in any way to fit the observed discharge. The
NW quadrant and the two largest fjords in the northwesjood fit of the watershed models, particularly with re-
ernmost part of Iceland are also drier when the mougards to accumulated water balance, therefore, suggests
tains are present. The mountains cause an increasehiit MMS5 precipitation in these areas is close to the ac-
precipitation that reaches far south of Iceland, whiletgal precipitation. However, no conclusions on the pre-
decrease in precipitation is evident far to the north aggsion of other meteorological variables, such as tem-
northeast of Iceland. perature and wind speed, can be drawn from this study
because parameters in the hydrological model involving
. ) snow melt and accumulation were adjusted to improve
5 Discussion the fit as measured b2 andR2log. These results do
suggest that meteorological output from the MM5 mod-
In this study, numerically simulated precipitation hagls can be used with WaSiM-ETH to set up successful
been compared with unconventional observations of preedels of runoff in the areas of these six watersheds.
cipitation, i.e. runoff and snow accumulation. This type



102

Meteorol. Z., 16, 2007 0. Rognvaldsson et al.: Numerical simulations of precijgita 81
DJF MAM
1.50 1.50
NW quadrant NW quadrant
1.25- - 1.25 —
1.00— — 1.00 -
0.75 [ el e it Sy R T4 el s e e —
NE quadront NE quadrant
1.25— — 1.25F —
1.00| = — CTe— 4 r00f - e
0.75 e Sraanr T - o075+ TomeeTt T e Iaitties ]
SE quadrant SE quadrant
1.25- — 1.25F —
1.00- — - 1.00[- =
075 . . . Tgpannes . - 075} : ."\\ [ "\x T R
SW quadrant SW quadrant
1.25 — 1.25| —
S —
1.00— — 1.00 -
] e - 0.75fp T NSk e g m AR A s R e -
All quodrants All quadrants
1.25 — 1.25| —
1.00 — 1.00 -
R e eI T R -H o7sp T R T T T A
0.50 0.50
1988 1990 1992 1994 1996 1998 2000 2002 1988 1990 1992 1994 1996 1998 2000 2002
JUA SON
1.50 1.50
1251 NW quodront | 12l NW quadront |
1.00— - 1.00— -
075 e e e e - 0.75|- T R
NE quaodrant NE quadrant
1.25F -1 1.25 =
100 < Sl S — 1.0 ——= e — d : -
0.75]- - o751 ’ %
SE quaodrant
1.25 1.25 —
1.00|- 1.00{ e o
0.75— . 0.75 Ttamemmes R N
SW quadrant SW quadrant
1.25— — 1.25 1
—_— e
ot o —— T 10| .
0.751 .-"" .... i’ \"'u\ _____ - Tt LT S 10V £ | A —— T e T T T e T T T e T e ]
125 All quodronts_ 1051 All quodronts_
1.0~ ——— Qo === | 100 7
0.75 =57 TaameetTT e i’ R 0.75F Tl i - 4
0.50 0.50
1988 1990 1992 1994 1996 1998 2000 2002 1988 1990 1992 1994 1996 1998 2000 2002
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The fit between measured and calculated discharb®). The negative trend for 1988-2002 is primarily con-
might be improved by adjusting the input precipitafined to the western part of Iceland (quadrants NW and
tion; however this is not the purpose of the study. Als&W) in winter. This happens at the same time as winter-
the use of more advanced interpolation methods fiime ratio of lowland precipitation to highland precip-
the meteorological variables, with elevation dependenitgtion increases steadily in the eastern part of Iceland
might improve the model. An application of more adfquadrants SE and NE). Regional precipitation in Ice-
vanced evaporation schemes, according to the Penmland is very dependent upon wind direction. Basically,
Monteith approach, could give a better evaluation ofiost precipitation in each region falls when the winds
evapotranspiration, but as mentioned earlier the useané blowing from the ocean, while when winds are blow-
Penman-Monteith has been proved difficult in this studyg from the central highlands, there is usually only lit-
Furthermore, the WaSiM-ETH model simulate the hetg, if any precipitation (ENARSSON, 1984). On a day-
flux in the soil or subsurface, so that discharge duritg-day time scale, precipitation in the northeast is thus
winter when soil is frozen might be simulated better iiegatively correlated with precipitation in the southwest.
a different hydrological model were used. However d®n a longer time-scale, the correlation is not necessar-
spite these limitations, the comparison of measured ahdas simple and when the total precipitation falls to a
calculated discharge gives acceptable results with regbhadtom value in the west (winter of 2000), there is not a
to the one-way coupling of MM5 and WaSiM-ETH.  distinct peak in the precipitation in the northeast. On the

The simulations reveal several interesting aspectsather hand, the ratio of lowland precipitation to high-
the precipitation pattern in time and space. Firstly, theland precipitation reaches a peak in the northeast this
is a negative trend in the precipitation, as pointed osé@me winter. In general, strong winds favour precipita-
by BRoOMWICH et al. (2005). However, this trend istion in and immediately downstream of the upstream
small compared with the inter-annual variability, anglopes (e.g. de Ries and Q.AFsson, 2003), while
by choosing different 15-year periods during the last 45 weak winds the flow is blocked and the orographic
years, quite variable trends can be obtained (cf. Figuiting may be very little, and may take place at some
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distance upstream of the mountain. The simulated pre-
cipitation pattern indicates therefore that in the winter
of 2000-2001, northeasterly, but relatively weak winds
were prevailing. This was indeed the case. Investigation
of observations show that in the southwest, northea$898, while winds from the east are more frequent than
erly winds were anomalously frequent during this péa 1998. In winds from the east, the orographic lifting
riod, and at the northeast coast, the mean wind spéed@&E-Iceland is much less than when winds are blow-
during precipitation was only 8.6 m/s, which is 1.4 m/gg from the southeast or south. In short, the large vari-
below the average value. ability in the ratio of lowland precipitation to highland
The regional variability in the proportion of precipiprecipitation in SE-Iceland appears to be associated with
tation falling in the lowlands can be explained by variariability in the relative frequency of wind directions.
ability in the terrain. The relatively low proportion of The experiment with a flat Iceland confirms the gen-
highland precipitation in the NE is associated with theral conception that large areas in N-Iceland are submit-
fact that there is a relatively large and dry plateau atted to a net reduction of precipitation due to the moun-
high elevation in the inland areas. In the NW, the lowains. Large parts of these areas are deserts, but that may
land is sheltered and dry in northeasterly winds. Consss«en more a consequence of low summer temperatures,
quently, the lowland precipitation is a lower proportiostrong winds, transport of sand by wind and the volcanic
of the highland precipitation than in the NE. In the SWhature of the soil, than due to lack of precipitation. The
there is a similar sheltering of the lowlands as in the NWnportance of orographic lifting for precipitation in the
but in easterly and southeasterly winds. mountains is also confirmed by the flat Iceland exper-
In general, the ratio of precipitation in the highlandsnent. This was in fact already quite clear from com-
to the lowlands is lowest in the summer. This is not umparing the topography of Iceland to the simulated pre-
expected as winds are much weaker in the summer tt@gpitation. In the south of Iceland, there are large areas
in the winter. This result underlines that neither sumvhere more than 50 % of the total precipitation is due
mertime rain-gauge observations in the mountains rtorthe impact of the mountains. In reality, this propor-
observations of snow accumulation in the winter can lien may be greater, because at the current 8 km reso-
interpolated directly to the rest of the year by simple colution, the mountains are not fully resolved (see f. inst.,
relation with observations in the lowland, as sometim&RomMwICH et al., 2005). The orography of Iceland con-
is done. tributes to some increase in precipitation as far as the
There is substantial inter-annual variability in theomain extends to the south of Iceland, indicating that
proportion of precipitation in the lowlands to the higherographic lifting starts far upstream of the mountain.
land precipitation, particularly in the summertime in th&here is on the other hand a substantial rain shadow far
SE-part of Iceland. An investigation of weather patterredfshore to the north of Iceland, indicating that it takes
reveals that when the proportion of lowland precipitatiomore than a few hundred kilometers for the precipitation
is exceptionally low (1998), winds from the south arsystems to recover after the flow has passed a mountain
anomalously frequent, but winds from the east are evange of the size of Iceland. This is in agreement with the
ceptionally rare. During summers of high proportion girecipitation climate of numerous regions in the world
precipitation in the lowland (1995, 1996 and 2001), préhat experience rain shadow from very distant mountain
cipitation in winds from the south is less frequent than imnges.
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6 Summary and conclusions Buzzl A., N. TARTAGLIONE, P. MALGUZzI, 1998: Numeri-
cal Simulations of the 1994 Piedmont Flood: Role of Orog-

A numerical weather prediction model has been showrfaphy and Moist Processes. — Mon. Wea. R, 2369—

to be very useful for mapping precipitation in complex 2383-

terrain in a climate governed by extra-tropical cyclone§ASSANO, J. J., J. E. BX, D. H. BROMWICH, L. LI, K.

Snow accumulation and runoff data can be applied SUC_STEFFEN, 2001: Evaluation of Polar MM5 simulations of

cessfully to validate such simulations and may even beiaégegéasrégfszt&%sphenc circulation. — J. Geophys. Res.

more suitable to such evaluation than traditional raigs. -\ £ 3 pipnia. 2001 Coupling an Advanced Land-

gauge observations. During the period 1988-2002 thergtace/Hydrology Model with the Penn State/NCAR
was a negative trend in wintertime precipitation in west-pms Modeling System. Part I: Model Implementation and
ern Iceland, but a positive trend in the proportion of sensitivity. — Mon. Wea. Rel.29, 569-585.

lowland precipitation to highland precipitation in eastcHiao, S., Y.-L. LiN, M. L. KAPLAN, 2004: Numerical
ern Iceland. There is substantial temporal variability in Study of the Orographic Forcing of Heavy Precipitation
the proportion of lowland precipitation to precipitation during MAP IOP-2B. — Mon. Wea. Re®32, 2184-2203.

in the mountains, and this proportion can be associategkinson, R. E., R. M. RRrico, F. Goral, G. T.
with wind speeds and prevailing wind directions. In spite BATES, 1989: A regional climate model for the western
of large regions in the north and in the west of IcelandUnited States. — Climate Chang, 383-422.

being in a rain shadow, the mountains contribute toEANARSSON, M. A., 1984: Climate of Iceland - In: H. van

total increase of precipitation in Iceland of the order of 00N (Eds.): World Survey of Climatology, Vol. 15, Cli-
40 % P P mate of the Oceans, Elsevier, 673-697.
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Abstract

This paper presents a study of the sensitivity of numesicsilinulated precipitation across a mesoscale
mountain range to horizontal resolution, cloud condensatuclei (CCN) spectrum, initiation of cloud ice,
numerical treatment of horizontal diffusion and initialdalbhoundary conditions. The fifth generation Penn
State/National Center for Atmospheric Research (PSU/NOM&soscale Model (MM5) is used in the study,
in which the model is run at 8, 4 and 2 km horizontal resoligiand with a number of microphysical and
numerical configurations. The model simulated preciptats compared to the observed precipitation over
the Reykjanes mountain ridge during the Reykjanes ExpetimeSouthwest Iceland in the autumn of 2002.
Improvements in representation in topography at incregisarizontal resolutions yield large improvements
in the accuracy of the simulated precipitation. At 8 km honital resolution the simulated maximum precip-
itation is too low, but the simulated precipitation upsireaf the mountains is too high. The absolute values
and the pattern of the precipitation field improve stepwisemvgoing from horizontal resolutions of 8 km
to 2 km, with the main contribution being when going from 8 lkardtkm. Calculations of diffusion and ice
initiation do not seem to have a large impact on the simulptedipitation, which is on the other hand quite
sensitive to the CCN spectrum. The simulations underestith@ precipitation over the downstream slopes
of the mountain ridge by factors of 2—3. There are indicatitirat this underestimation may be associated
with a systematic overestimation of downslope winds, arssiindy descending motion, by the model.

Zusammenfassung

In dieser Publikation wird die Empfindlichkeit des simul@r Niederschlags Uber mesoskaligem Gebirge
bezilglich der horizontalen Auflésung, dem Spektrum der l€asdtionkerne (CCN), der Aktivierung der
Eisbildung, der numerischen Behandlung der horizontaldiudion sowie der Anfangs- und der Randbe-
dingungen studiert. Hiezu wurde das von PSU/NCAR entwiekelesoskalige Modell MM5 eingesetzt und
Simulationen mit horizontalen Auflésungen von 8, 4 und 2 krd mit mehreren mikrophysikalischen und
numerischen Konfigurationen durchgefiihrt. Der simulidliederschlag wird mit den Messungen Gber dem
Reykjanes Gebirge wahrend des REX Experimentes in Sudslasd im Herbst 2002 verglichen. Die Ver-
feinerung der raumlichen Auflésung der Topographie beweike wesentliche Verbesserung der Genauigkeit
des simulierten Niederschlags. Bei 8 Kilometer Auflosurtgdisr simulierte maximale Niederschlag zu
niedrig, der simulierte Niederschlag im Luv der Gebirgtkgeédoch zu hoch. Die Absolutwerte und das
raumliche Muster des Niederschlags verbessern sich sedise wenn man die horizontale Auflésung von
8 km auf 2 km erhoht, wobei der Hauptanteil beim Schritt vom8duf 4 km liegt. Unterschiedliche Berech-
nungen der Diffusion sowie der Aktivierung der Eisbildurahsinen keine grof3en Auswirkungen auf den
simulierten Niederschlag zu haben. Auf die Wahl des CCN 8pais ist er hingegen ziemlich empfind-
lich. Die Simulationen unterschéatzen den Niederschlag @a der Gebirge um Faktoren von 2 bis 3. Es
gibt Hinweise, dass diese Unterschatzung mit einer Ubétsohg des leeseitigen Hangabwindes und einer
generellen Absinkbewegung durch das Modell einher geht.

1 Introduction of research campaigns organized in the numerical

. L L . weather prediction (NWP) community. Recent exam-
Improving quantitative precipitation forecasting (QPF|[3|es of such campaigns are the Mesoscale Alpine

over complex topography has long been a targsfogram (RUGEAULT et al., 2001) and IMPROVE

*Corresponding author: Olafur Régnvaldsson, Institute for Meteorb>TOELINGA et al., 2003). Although forecasting skills

logical Research, Orkugardur Grensasvegur 9, 108 Reykjawk, Ic
land, e-mail: or@os.is 1J. Atmos. Sci62(10), October 2005, is a special issue on IMPROVE.
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precipitation over narrow barriers is more sensitive to
rain and graupel processes such as cloud water autocon-
version and graupel fall speed.

It has long been recognized that the precipitation in-
tensity over complex topography is very sensitive to the
dynamic characteristics of the flow. Modelling studies
of flow over complex topography (e.g.AKGL, 2002
and ZANGL et al., 2004) show that mountainous flow is
not only dependent on model resolution and/or physical
parameterizations but can also be greatly influenced by
how advection and diffusion of temperature and mois-
ture are calculated. The simulated precipitation can dif-
fer by as much as 35 % depending on how horizontal
diffusion is calculated by the numerical modelA({GL,
2004).

Figure 1: The domain setup as used in the simulations. Domain 1 This paper presents a study in which precipitation
is 123x 95 points (approximately 975 750 kn?). The 4 and 2 km Over the Reykjanes peninsula in SW-Iceland is simu-
resolution domains are identical in size (approximately $450 lated and compared to observations made during the
km2) and are 3% 33 and 73« 65 points in dimension, respectively. Reykjanes EXperiment (REX) in September and Octo-
ber 2002. Special focus will be on precipitation sim-
ulated numerically during intensive observation period

of NWP models have improved considerably for mang (IOP5) of REX, 3—7 October 2002. Results from the
variables (e.g. geopotential height and temperature) og¥pulations of other IOPs are discussed briefly. _
the past years and decades, precipitation has remained h€ paper is structured as follows: In the next section
somewhat elusive (BSART, 2003). One reason for thisthe model configurations are explained and the various
is that the physics governing the formation of precipfensitivity s_lmulatlons are _descrlbed. Sec_:tlon 3 gives a
tation are highly complicated, rendering parameterizghortdescrlptlon of the'avallat?le observational datz_;l. The
tion difficult. Another reason is that the distribution ofésults are presented in Section 4, followed by discus-
precipitation (particularly solid precipitation) over comsion and concluding remarks.
plex topography as simulated by NWP models is very
sensitive to the dynamic and thermal characteristics of
impinging wind (e.g. @iA0 et al., 2004). 2 Model setup

Several investigations have been made on the sen-
sitivity of numerically simulated precipitation to paraThe evolution of the atmosphere over a six week pe-
meterizations of microphysical processes and numericad in September and October 2002 is simulated with
resolution. RUBISIC et al. (2005) investigated winter-the PSU/NCAR MM5 model (GELL et al., 1994). In
time storms in the Sierra Nevada. They found that thieis study, the turbulent boundary layer physics is pa-
QPF skill score is greater on the windward side than th@meterized according to NG and AN (1996), and
lee side. Interestingly, the low scores on the lee side cdhne physics of cloud and precipitation is parameterized
not be improved by increasing model resolution. according to @ELL et al. (1994) and HOMPSON et

CoLLE and ZENG (2004a) also show that the precipal. (2004), respectively. The simulations are carried out
itation over the Sierra Nevada is most sensitive to théth horizontal resolution of 8, 4 and 2 km with ini-
parameters in the microphysical scheme that are assaland boundary conditions (operational analysis) from
ciated with the distribution of snow and the fall speebloth the European Centre for Medium-Range Weather
of hydrometeors. There is, however, less sensitivity Eorecasts (ECMWF) and National Centers for Environ-
the parameters associated with ice initiation and cloutental Prediction (NCEP). The horizontal resolution of
water autoconversion. An investigation of the sensitithe ECMWF data is ®° x 0.5° and of the NCEP data
ity of precipitation to barrier width (OLLE and ZENG, 1° x 1°. Vertical levels are the same for both data sets,
2004b) indicates that for relatively wide ridges (witl.e. along standard pressure levels. The 4 and 2 km sim-
half-width greater or equal to 30 km) precipitation ovaulations are initialized by one way nesting of the 8 km
the windward side is more sensitive to parameters mesolution simulation. The 8 km domain has 1295
lated to snow, such as slope intercept for number capints (approximately 97& 750 knt) with 23 vertical
centrations and fall speeds, than to parameters relatetet@ls. The model top is at 100 hPa in all simulations.
rain and graupel. This is due to the fact that wide barriefie output of the 8 km resolution simulation is written
allow more time for snow growth aloft. Consequentlygnce every hour in order to provide the necessary tempo-
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Table 1: Overivew of the simulations.

Abbre- Obs. Horiz. Vertical IC & BC Horiz. CNP value  Ice init.
vation period resolution resolution diffusion method
REXS- All IOPs 8 km 23 o-levels ECMWF  Standard 100 Cooper
CNTR

REXS- I0P5 8 km 23 o -levels ECMWF Truly horiz. 100 Cooper
THoriz

REX8- All IOPs 8 km 23 o -levels NCEP Standard 100 Cooper
NCEP

REX4- All IOPs 4 km 40 o -levels ECMWF  Standard 100 Cooper
CNTR

REX4- I0P5 4 km 40 ¢ -levels ECMWF Truly horiz. 100 Cooper
THoriz

REX4- I0P5 4 km 40 o -levels  NCEP Standard 100 Cooper
NCEP

REX4- 1OP5 4 km 40 o -levels ECMWF  Standard 100 Fletcher
Fletcher

REX4- IOP5 4 km 40 o -levels ECMWF  Standard 100 Meyers
Meyer

REX4- IOP5 4 km 40 ¢ -levels ECMWF  Standard 200 Cooper
CNP200

REX4- IOP5 4 km 40 o -levels ECMWF  Standard 50 Cooper
CNP50

REX4- IOP5 4 km 40 ¢ -levels ECMWF  Standard 30 Cooper
CNP30

REX4- I0P5 4 km 40 o -levels ECMWF Truly horiz. 30 Cooper
CNP30-

THoriz

REX2- All IOPs 2 km 40 o -levels ECMWF  Standard 100 Cooper
CNTR

REX2- I0P5 2 km 40 ¢ -levels ECMWF Truly horiz. 100 Cooper
THoriz

REX2- IOP5 2 km 40 o -levels ECMWF  Standard 30 Cooper
CNP30

REX2- IOP5 2 km 40 ¢ -levels ECMWF Truly horiz. 30 Cooper
CNP30-

THoriz

ral resolution for the nestdowprocedure. The 4 and 240 vertical levels in all the 4 km and 2 km simulations.
km resolution domains have 3733 and 73x 65 points The values of the three lowest full-sigma levels in the
(approximately 145 130 kn?), respectively. There aresimulations with horizontal resolution of 4 and 2 km are
0.9885, 0.9975 and 1.0. For the 8 km resolution simu-
2We used the NESTDOWN post-processing program that comes V\J%{tions, these values are 0.985, 0.995 and 1.0. A num-

the MM5 modeling suite to interpolate (both vertically and horizons e of simulations are carried out in order to investigate
tally) the coarse resolution data (i.e. from the 8 km simulations)

be used as initial and boundary data for the 4 and 2 km simulatiot3€ Sensitivity of simulated precipitation to model con-
The advantages of this method are that the model has lateral boufiiguration (cf. Table 1). All simulations are done using
ary conditions that use consistent physics with the coarse grid modgdrsion 3-7-3 of the MM5 model. The domain setup is
the lateral boundary conditions are available at a high temporal f%ehown in Figure 1.

quency and the vertical structure of the atmosphere is not signifi-

cantly modified through vertical interpolation.
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Figure 2: Overview of station location during REX. Stations EYR (Eyrarbakki), VO@gsosar), BLA (Blafjoll), IMO (Icelandic Mete-
orological Office, WMO 4030) and Keflavik (WMO 4018) are part of dperational network in Iceland. Other stations, S1, S2, S4, S5,
LEE (taken as mean of three stations), S7a, S7b, S8, S9, S10a, 1 @14 were installed specifically for the Reykjanes EXperiment.
Station Sandskeid is shown in blue. Topography is shown with height itdéerf7400 meters. Results along cross section AB are shown in
Figures 4 to 8.
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Figure 3: Terrain and accumulated precipitation during IOP5 as simulated in the REB¥230 run (cf. Table 1). Contour lines (white) of

the terrain are plotted every 250 meters. Location of observation sitef@na by black dots.

=21 —20.50

In order to investigate the model sensitivity to var- Another issue in the BMPs is the sensitivity to
ious parameterizations of the nucleation of cloud icagrosol and/or cloud condensation nuclei (CCN) con-
three types of simulations are performduy using (1) centrations. CCN is not used directly in the Reis-
a modified Reisner2 bulk microphysics parameterizaer2 scheme, but there is a parameter that sets the
tion (BMP) scheme (FomPsoNet al., 2004) using the cloud droplet number concentrations (CNP), which de-
method of EETCHER (1962), (2) the unmodified Reis-termines the amount of cloud-to-rain autoconver&ion
ner2 scheme based on the method afdPER(1986), (THOMPSON et al., 2004). To test the model sensitiv-
and (3) the slightly modified Reisner2 BMP schemigy to the CCN spectra, simulations are carried out with
based on the method of twWERSand COTTON (1992).

4The collision and coalescence of cloud droplets to form raindrops
3This was done through modifications to files/programs paramr.F aisgharameterized by autoconverting between the mixing ratios of the
exmoisg.F in the MM5 modeling system suite. two hydrometeor specieg §.e. cloud) and g(i.e. rain).
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Figure 4: Observed and simulated accumulated precipitation during IOP5 along section AB in Figure 2. Model resolution varies;
solid, dashed and dot-dashed lines represent 8, 4 and 2 km resoheSpectively, as well as treatment of horizontal diffusion (truly
horizontal in blue and standard in red). Observed precipitation is shgwpllgl black line and station locations are indicated by crosses.
Bottom panel shows the orography along cross section AB in Figures2redd (solid line), 8 km resolution (dotted line), 4 km (dashed
line) and 2 km resolution (dot-dashed line).
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Figure 5: Sensitivity to different ice initiation methods as simulated by REX4-CNTR (doie), REX4-Fletcher (dot-dashed line) and
REX4-Meyer (dashed line), cf. Table 1. All three lines coincide with eztbler. Bottom panel shows the model and actual orography along
cross section AB in Figure 2.
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Figure 7: Sensitivity to various CNP values and treatment of horizontal diffusiéhkai horizontal resolution. REX2-CNTR (solid line),
REX2-THoriz (dot-dashed line), REX2-CNP30 (dotted line) and REXNIPG0_THoriz (dashed line), cf. Table 1. Bottom panel shows the
model and actual orography along cross section AB in Figure 2.

different values of CNP(30, 50, 100 and 200 dropletsitime spectrum of CCN, whilst CNP = 200 represents a
per cubic centimetre). Here, CNP = 30, represents a mawere continental CCN spectrum.
Sensitivity of simulated precipitation to how horizon-
5The value of CNP is defined in file paramr.F in the MM5 modelin&”‘I deS'O_n of temperature _and ‘moisture is calculated
system suite. is tested, i.e. whether the diffusion is calculated along
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the NCEP operational analysis in blue, for 8 (solid lines) and 4 (dasheg) kne horizontal resolutions. Bottom panel shows model and

actual the orography along cross section AB in Figure 2.

the terrain-following sigma coordinates (referred to agadient; the ratio of precipitation in the mountains to
“standard” in Table 1) or along truly horizontal levRIsthe precipitation upstream of the mountains in strong
(referred to as “Truly horiz.” in Table 1). winds was substantially greater than in cases of weak
All observation periods are simulated on 8, 4 andwinds. In addition to the conventional raingauge data,
km horizontal resolution using the ECMWF operationautomatic observations of wind, temperature and precip-
analysis and on 8 km resolution using the NCEP opeiitation were made at high temporal resolution close to
tional analysis. Table 1 gives an overview of the simul#e crest of the mountain range (station BLA). The ob-
tions carried out for this study. servation periods of REX were as follows: IOP1: 9-10
September, IOP2: 12-19 September, IOP3: 19-27 Sep-
tember, I0OP4: 29 September—3 October, IOP5: 3-7 Oc-
tober and 10P6: 8-14 October. During the 10Ps, pre-

The Reykjanes mountain ridge in Southwest-lcelandQ?itation was observed in winds from the south and/or

about 20 km wide with a crest at about 700 m.a.s.I. (Goutheast, with the exception of IOP2, which had east-
Figures 1 and 2). During autumn 2002, precipitation w&&Y Winds.

observed at 18 locations around and across the moun-
tain ridge in SW-Iceland (de ®ES and Q_AFSSON,
2003). The precipitation was observed by conventional

raingauges of which most were at ground level (Figur e .
2). The experiment took place from early September uﬁe'—l Sensitivity tests during IOPS

il ':hel_ m'%dle Of. C_)tcttc_)ber and dburmg tgeTvxhole p(.ar'OdFigure 3 shows the accumulated precipitation simulated
only fiquid precipitation was observed. 1he maxmurnsing 2 km horizontal resolution and the initial and

mean precipitation in the mountains during the expe oundary conditions from the ECMWF and a CNP value
ment was observed to be 3—4 times the mean precipi Ual to 30 (REX2-CNP30 in Table 1). A very close

tion at the south coast of the peninsula (upstream) and 5 S
. S .correspondence of the precipitation pattern to local oro-
6 times the precipitation at the north coast of the penlg P precip P

3 Observational data

Results

. ! raphic feature is evident, as the precipitation isolines
sula (downstream). There was a distinct connection P precip

. : - coincide largely with the topography. The simulated
tween the wind speed and the topographic IDrec''C)"[""'['BF'ecipitationgis);ypically abourzr ZQO—gOymm at the south

6This is done by giving the parameter ITPDIF a value of “2” in th&0ast, while in the mountains the simulated precipitation
mmif file of the MM5 modeling suite. is 5—6 times greater than at the south coast.
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4.1.1 Sensitivity to horizontal resolution and 4.1.2 Sensitivity to microphysics

calculations of horizontal diffusion Figures 5 and 6 show the accumulated precipitation as

calculated with different cloud ice initiation methods at

4 km resolution and for different values of the droplet
Figure 4 compares the observed precipitation distribcencentration (CNP) at 4 km horizontal resolution. The
tion with precipitation simulated using different horisimulations reveal no sensitivity to the ice initiation
zontal resolutions and different ways of calculating homethods. There is however a substantial sensitivity to the
izontal diffusion. Upstream of the mountain, the predroplet concentration. Increasing the CNP to 200 gives a
cipitation is slightly underestimated in the model at th&ignificant reduction in precipitation, while a reduction
higher resolutions, but it is overestimated at 8 km rei the CNP value increases the simulated precipitation
olution. In the vicinity of the crest of the mountairsubstantially. At CNP = 30 the simulated precipitation is
ridge, the 4 km and particularly the 2 km resolutionsomparable with the observations values at the mountain
give much greater, and more correct, precipitation tharest and immediately upstream. Moving downstream
the simulation with 8 km horizontal resolution. Furthefrom the mountain crest, the simulations with different
downstream, all the simulations converge towards theoplet concentrations converge rapidly to giving simi-
same values that are only about half the observed vialr amounts of precipitation. Figure 7 shows the sensi-
ues. Calculating diffusion along truly horizontal levelsivity of the simulated precipitation to the droplet con-
gives slightly less precipitation than the control simulaentration and using different ways of calculating hor-
tions for all resolutions, but the differences are relativelgontal diffusion. Calculating diffusion at true horizon-
small. tal levels gives slightly less precipitation than when us-
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4.2 Other observation periods

The downslope dryness in the simulated precipitation, as
shown in the case study for IOP5, is apparent for all of
the IOPs. Figure 12 shows this clearly. Here, “upstream”
is defined as the mean of points EYR and VOG in Fig-
ure 1. Further, “top” and “downstream” are defined as
the mean of points S2, BLA and S4 and points S10a,
S10b, S11 and IMO, respectively (cf. Figure 2). For the
sake of clarity, Figure 12 only shows results at 8 and 2
km horizontal resolution. On the upstream side, the sim-
ulated precipitation decreases consistently with increas-
ing resolution. Close to the crest (mountain top), there
is consistently greater and in most cases more correctly
simulated precipitation at horizontal resolution of 2 km
than at 8 km. Downstream, the 2 km simulations give ei-
ther similar or more precipitation than the 8 km simula-
fions. In all, except IOP2, the downstream precipitation
) _ grossly underestimated by the simulations. In general,
systems (encircled area). Photo courtesy of the NERC Satellite %ﬁ'e simulations based on NCEP data are either similar
ceiving Station, Dundee. or wetter than those that are based on ECMWF data.

Figure 10: Satellite image taken at 14:30 UTC on 4 October, 200
showing a relatively dry layer south of Iceland between two front

ing the standard method. Consequently, the calculatgd Discussions and conclusions
precipitation appears not to be sensitive to the methods

of calculating the diffusion, independent of whether thehe sensitivity of precipitation to horizontal resolution
droplet concentration is high or low (CNP 30 or 100). corresponds with the representation of the topography at
the different resolutions. As the resolution is increased
from 8 to 2 km, the numerical model is able to repro-
duce the precipitation observed in REX quite realisti-

At 4 km resolution the simulation with the NCEFcally close to the crest of the mountain range. How-
analysis at the lateral boundaries produces considera®¥§’. as in ®UBISIC et al. (2005), simulated precipita-
greater precipitation in the mountains than the simulion downstream of the ridge does not improve as model
tion forced with data from the ECMWF (cf. Figure g)yeso!utlor) is increased. The model underestlma_tes the
A similar pattern appears at 8 km horizontal resolutioR€cipitation over the lee slopes regardless of horizontal
To give an example of differences between simulatiof@solution. This systematic underestimation of the pre-
with the two different data sources, the two 4 km sinfipitation downstream may be one of the key results of
ulations initialized separately using the NCEP and th@is study and it calls for further discussion. Figure 13
ECMWF analyses are compared during a sub-period®tows observed (at approximately 10 m.a.g.) and mod-
IOP5. The upper air observations at 00 UTC on 5 Octélled (REX2-CNTR, approximately 50 m.a.g.) surface
ber from Keflavik (WMO 4018) reveal a relatively dryVind speed at Keflavik, about 30 km west of the moun-
layer close to 850 hPa in the simulation with bound@ins and at Sandskeid (cf. Figure’2Jhe southerly
ary data from the ECMWF analysis. No such layer #inds giving precipitation during REX are basically un-
present in neither the observations nor in the simulati@§rturbed by the mountains when they pass over Ke-
with boundary data from NCEP analysis (Figures 9a—#gvik, while Sandskeid is located on the downstream
A satellite image taken at 14:30 UTC on 4 Octobéyide of the Reykjanes mountains (cf. Figure 2) . The fig-
(Figure 10) shows a relatively dry region south of Icei® reveals that 'the model overestimates the \{vmds and
land between two frontal systems. This region is presdhfit the overestimation is greater at Sandskeid than at
at 850 hPa height in simulations initialized using botikeflavik. There is greatest wind overestimation in I0P1,
the ECMWF and NCEP analyses (Figure 11). In tpahich along with I0P4, IOP5 and IOP6 give the greatest
simulation based on data from the ECMWF analysidnderestimation of the downstream precipitation. These
part of this layer is being advected over the ReykjanE&sults indicate that the downslope winds and possi-
peninsula, SW-Iceland, at 00UTC on 5 October. Thidy the descending motion downstream of the mountain

!ayer IS al'so'present in the NCEP based simulation RHilhds are retrieved from the second lowest half-sigma level, which
is largely limited to the area south and southeast of 1Ggziose to 50 m above the ground. Of all levels, including 10 m above
land. the ground, this level gives winds that are closest to observations.

4.1.3 Sensitivity to initial and boundary conditions
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Figure 11: Simulated surface winds [m/s] and relative humidity [%)] at 850 hPa foKRENTR (left) and REX8-NCEP (right) at 00UTC
on 5 October.

crest may be systematically overestimated by the modakso GLLE et al., 2005) and underlines the importance
Overestimation of the winds aloft can lead to an overest the cloud droplet spectrum for precipitation simula-
timation of the spill-over (see &RVERT et al., 2005) tions.
but an overestimation of the downdrafts can lead to an There is not much sensitivity to how the horizontal
overestimation of the evaporation (seelCE, 2004 for diffusion is calculated. This result deviates somewhat
related tests). This calls for 3D verifications of the sinfrom ZANGL (2004), but may be associated with the fact
ulated flow fields by for instance airborne lidar observ#éhat winds are relatively strong in our cases.
tions. Such observations will hopefully be carried out A relatively dry layer close to 850 hPa is erroneously
in the upcoming field experiments (OFF-GREEN anepresented in the ECMWF operational analysis during
GREENEX-THORPEX) in association with the Intera brief subperiod of IOP5. The layer appears to con-
national Polar Year. tribute to the underestimation of precipitation on the
Other processes may also be responsible for at leastst of the mountain range, but the layer is only present
some of the downstream precipitation deficit, such & a very short period in time (approximately 3 hours)
underestimation of snow in the model (seelCE et al., and has little impact on the overall results. General con-
2005). Snow has lower fall speed than graupel or ragtusions can hardly be drawn from the presence of such
and is consequently advected downstream more easilylayer, but a detection of an error of this kind may
The existence of cold air pools acting as a virtual eke helpful in improving the analysis procedures of the
tension of the mountain should also not be ruled ol BCMWF model.
If such a pool is not reproduced by the model, the de- The results from this study indicate that the precip-
scending motion will be overestimated in the model antion mapped at 8 km resolution as iRBMwICH et
consequently the evaporation too (se&NgL, 2005). al. (2005) and RGNVALDSSONet al. (2004 and 2007)
However, most of the time, wind speeds are too high ¢ives too small maxima over the mountain crest and
allow for such a flow pattern and if they exist at all in oufar too little precipitation directly downstream of the
experiment, they are presumably only present for a vasgest. The former was in fact tested br@vwICH et al.
short time. Further, if the simulated upstream precipité2005). This can have considerable economical implica-
tion is unrealistically efficient (seevinN et al., 2005) tions, as the spatial distribution of precipitation plays a
such that a small amount of hydrometeors is left in they part in planning and use of water resources.
flow passing over the mountain peak, one would expect Quantitative precipitation forecasts in the mountains
similar results as presented in this paper. Lastly, it caflceland are of economic and social value. Currently,
not be ruled out that the incoming flow is unrealisticallthe MM5 model is run for weather forecasting for Ice-
dry. land with a 3 km horizontal resolution and the results
The model shows considerable sensitivity to cloyastesented here indicate that the precipitation forecasts
droplet concentration spectra on the windward side dbse to the crest and immediately upstream of moun-
the mountain and close to the mountain top, but no sensiin ranges of the size of the Reykjanes mountains may
tivity to the ice initiation methods. This is in line with thebe improved by decreasing the CNP value from the de-
sensitivity tests by OLLE and ZENG (20044, 2004b; seefault value (i.e. CNP = 100).
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The tests presented in this paper further emphastin observations should be at least one hour, and prefer-
the well known importance of initial and boundary datably higher. In order to improve the quality of the nu-
for high-resolution simulations. The current operationaterical simulations and in particular to explain and re-
forecasting suite in Iceland uses only initial and bounduce the dryness of the simulations on the downstream
ary data from the ECMWF. Implementing parallel foreside, four-dimensional observations of the flow and the
casting suites using other available data sources, sugierophysics should also be undertaken. This will hope-
as the NCEP (GFS) may provide useful information fdully be dealt with in future REX programmes.
operational forecasting. From the numerical simulations and comparisons

The observations during REX and the simulationgith observations during the REX experiment in SW-
presented in this paper underline the variability in theeland, it can be concluded that much is to be gained
precipitation pattern in a small mountain range. Oum quantitative precipitation mapping and forecasting by
study strongly suggests that in order to validate numeming from 8 km to at least 2 km horizontal resolution.
ical simulations and map the precipitation in this regio@ur current tool, the MM5 model, produces precipita-
and in similar regions of the world, a dense observatition which is quite sensitive to the droplet spectrum, but
network is needed. The temporal resolution of precipitaet to the ice initiation method. The downslope precipi-
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tation is systematically underestimated and this calls fGReLL, G. A. J. DUDHIA, D. R. STAUFFER, 1994:
3to 4 dimensional observations to validate the flow field.A description of the fifth-generation Penn State/NCAR
Such a task will hopefully be undertaken in the upcom-Mesoscale Model (MM5). — NCAR Tech. Note NCAR/TN-

ing field experiments of the International Polar Year. 398+§TR’ 138 pp.
GrusiSIC V., R. K. VELLORE, A. W. HUGGINS,

2005: Quantitative Precipitation, Forecasting of Wirteg
Storms in the Sierra Nevada: Sensitivity to the Microphys-
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Abstract. Precipitation simulations on an 8 km grid using  their investigation of the small-scale spatial gradients in cli-
the PSU/NCAR Mesoscale Model MM5 are used to estimatematological precipitation on the Olympic peninsula, a geo-
the M5 and @ statistical parameters in order to support the graphical region even more mountainous than Iceland. The
M5 map used for flood estimates by Icelandic engineers. Itsum of the 10 largest simulated events compared well with
is known a priori that especially wind anomalies occur onthe precipitation gauges, although some of the individual
a considerably smaller scale than 8 km. The simulation pe-events are significantly over- or undersimulated. In this paper
riod used is 1962-2005 and 73 meteorological stations haveve follow a similar methodology, extract statistical parame-
records long enough in this period to provide a validationters from MM5 computed annual extreme rainfalls, without
data set. Of these only one station is in the central highlandsgonsidering discrepancies in the time histories of computed
so the highland values of the existing M5 map are estimatesand observed values, and then compare the results with avail-
A comparison between the simulated values and values baseable statistical parameters based on observations.

on station observations set shows an M5 average difference Great care has to be taken in selecting the parameteriza-
(observed-simulated) of 5mm/24 h with a standard devia- tion scheme used in MM5 precipitation simulations. Con-
tion of 17 mm, 3 outliers excluded. This is within expected vective precipitation is one of the most difficult. Here the
limits, computational and observational errors considered. AGrell cumulus parameterization scheme (CPS) and the Reis-
suggested correction procedure brings these values down teerl microphysics scheme (Reisner et al., 1998) is used as
4mm and 11 mm, respectively. recommended by (Chien and Jou, 2004). Other combina-
tions were found to lead to a general underforecast. How-
ever, some investigations have shown that all microphysi-
) cal schemes produce a similar precipitation field and none
1 Introduction of them perform significantly better than the others (Serafin

) o ) and Ferretti, 2007). CPS will be discussed in more detail in
In this paper the statistical parameters M5 andEliasson,  ihe next section.

2000) for annugl precipitation extremes in Iceland are e_sti— Major precipitation errors for individual storms seem to
mated. The estimates are based on a NWP model: The fifthgyist even in model runs with excellent overall performance.
generation Pennsylvania State Umversﬂy-NCAR Mesosc_aletMinder et al., 2008) found MM5 very good in simulating
Model-MMS5 (Grell et al., 1995). It has been widely used in gmgji.scale pattern of precipitation at seasonal time-scales
forecasting and usually found reliable. (Anders et al., 2007)yhjle major errors exist for individual storms. Other analy-
found good agreement between gauge precipitation and Clses clearly show a tendency to form local precipitation max-
mulative MM5 precipitation simulations for all seasons in jma in the lee of individual mountain ridges (Zangl et al.,

2008) while yet other research indicates exactly the opposite
Correspondence tal. Eliasson (Rognvaldsson et al., 2007a).
BY (jonase@hi.is)

Published by Copernicus Publications on behalf of the European Geosciences Union.
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2 The MM5 model simulation for 1961 to 2006

691

1600
68

An MM5 simulation for the period January 1961 to July
2006 was completed in 2006 based on ERA4O initial and
=00 boundary data from the European Centre for Medium-range
1000 Weather Forecasts (ECMWF). General results are discussed
by (Régnvaldsson et al., 2009). Prior to this, atmospheric
flow over Iceland had been simulated for the period Septem-
ber 1987 through June 2003, using an older version of the
400 PSU/NCAR MM5 mesoscale model driven by initial and
- boundary data from ECMWF (Régnvaldsson et al., 2007b).
Furthermore, an investigation of the seasonal and inter-
annual variability of the precipitation simulations revealed
a negative trend in winter precipitation in W-Iceland, a pos-
Flg 1. Elevation data of the MM5 simulation area (Color scale in itive trend in the ratio of lowland precipitation to mountain
meters), geographical longitude (Degrees East) on horizontal axigyrecipitation in E-lceland and a substantial inter-annual vari-
latitude (Degrees North) on vertical axis. ability in the ratio of lowland precipitation to precipitation in
the mountains. It was found that the mountains contribute
. o . to a total increase of precipitation in Iceland of the order of
The purpose of this analysis is to review an M5 map 40%. Because of the good experience with this preliminary

presently used by Icelandic engineering hydrologists to es- " . ; . .
timate peak runoff. The M5 — annual extreme 24 h rainfall run it was decided to extend the simulation period and make

with 5 years return period — (Eliasson, 2000) is used as al statistical analysis of the precipitation extremes. The cal-

index variable in these estimations hence a good M5 map igu:?t;(.)nslwlere done or:j ?n 8 I:m net shhqwn n FI%'Il' land it
needed. The basic data for the M5 is the uncorrected annual 9. IS compared 1o a topographic map of iceland |
maximum 24 h precipitation. Various correction methods dc)reveals that the computational net is rather coarse compared

exist (Crochet, 2007) but these can be applied to the valuelf Many landscape features that may be expected to have an

on the map by the users as the corrections apply to Varygeffecton the atmospheric flow. This can influence the results

ing wind speeds in the range 0-6.5 m/s but annual maximun’??gniﬁcamly' Figure 2, computed in a 1 km griq, shows the
precipitation events in Iceland usually occur in storms with &m;}gtl\(;\;\l_\)rﬁsultséolfgstgrm oln 16|Ju.n<(aj ZOOSéS'mUIated W'tz
wind speeds larger than 6.5 m/s, but above this wind spee{fie ) model 2). Here, local wind speed extremes an

the correction factors depend on rain intensity only. The re- gh spatial gradie_nts can clearly be seen on the sou_th side of
liability of the correction factors is also an open question in the landmass, which is the westward pointing peninsula at

rain intensities larger than 6080 mm/24 h. approximately 65N in Fig. 1. Increasing the grid size to

Another parameter is needed for quantile estimation, the3 km made the local features completely disappear. Calcula-

Ci parameter. Together these two replace the mean value arH:o,g IE "’t‘ ?hkm dgfpd showed even I?sstgga?ents ttk;]an 1“'1(6 3 kngj
the standard deviation in the Gumbel distribution, but this9"d Put € dilierence was greatest between he Lkm an

distribution is found valid for the Icelandic data (Eliasson, 3km grid results. These grid-siz_e d(_apendent discrepancies
1997). The map is also used for PMP (Probable MaximumcannOt be mended by parameterization, but wrong parame-

Precipitation) estimation (Eliasson, 1994) so the map is use&enzatlon can make them considerably worse. Therefore it

for a wide range of quantile estimates in engineering design!S possible that spatial gradients in the 8 km MMS grid are

The North Atlantic experienced increased cyclonic activ- much too small to rely on the results in small-catchment hy-

ity with increased storminess from the early 1960s until thegrOIOg';al S|mulat|r(]) nst.tNevehr_thteIessl,_ll(oca: rte_stL_J Itsltha:_do ?Ot
mid nineties after a relatively quiescent period from about epend upon a short time history (like statistical estimates

1930 (Hanna et al., 2008). The climatic stability and there-baSed on annual extremes) can be accurate enough for many

fore the justification for using an index parameter extractedappl'cat'ons'

from the last 100 years of observations is an open question. For:eca;}st skills of numerical weatlherf prediction (I\_IWI|3)
It is necessary to bear in mind the complex composition of "0d€ls have improved considerably for many variables

precipitation extremes and how individual precipitation com- (€-9- 9eopotential height and temperature) over the past years
ponents in Iceland do differ from those of central Europe.a_nd decades but precipitation has remamed somewhat ?Iu'
The main difference in extreme precipitation climatology is sive (szart, 2003). Qne reason _for.thls IS th.at the phys!cs
that orographically enhanced precipitation is the dominat-9°Verning the formation of precipitation are highly compli-

ing component in Iceland rather than convective precipitationlff""teld and Orle partly UﬁderhStOOS, S(;? pe}tr)ameterlfzatlon. is dif-
(Hanna et al., 2004). icult. Another reason is that the distribution of precipita-

tion (particularly solid precipitation) over complex topogra-
phy, as simulated by NWP models, is very sensitive to the
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Table 1. MM5 output results.

Run time 1961-2006 AD
Grid size 88 km
Number of cells North West 94 122

Output time step 6 h
Precipitation on boundary 0 mm/6 h
Output files produced 60000

Table 2. MM5 data transformation results.

Used data 1962-2005 AD
Number of 6 h time series 11468
Running average series 24h Fig. 2. Local wind anomalies (small blue spots in the lee zone) in
Annual maxima isolated in each cell 44 . - )

L Snaefellsnes, only found in a 1 km grid, not 9 or 3km. Red figures
Precipitation on boundary 0 mm/6 h

in Squares: Meteorological station names and wind speed in m/s.

Number of M5 and ¢values computed 11464 . .
Colour scale: Computed wind speed in m/s.

60 - M5, mm/24h

. . L . Stykkishélmur met. station
dynamic and thermal characteristics of the impinging winds , |

]
(e.g. Chiao et al., 2004). i :
The output files of the simulation were now transformed “° | s . =
as follows in Table 2. 0. @ "
]
20 +
3 Estimation of M5 and Ci 101

Number of years behind the M5 estimate

The procedure for estimating M5 and & described by 0
(Eliasson, 2000). The stability of the M5 estimate is of great
concern. The M5 estimates cannot be taken as scatter frgy 3. scatter of the M5 estimate and its dependence on number
but must be assigned an uncertainty value, just as the modek station years. M5 estimates from other long-term stations show
values must be. The common practice is not to use M5 estisimilar sensitivity to number of station years (not shown).

mates with fewer than 20 annual extremes behind them. One

reason for this are the previously mentioned long term fluctu-

ations in the climate. Another reason is statistical uncertaintyperiod up to 2006. There is a minimum of 20 years behind
due to the limited length of the time-series. The influence ofeach M5 value so the data sets of each station overlap by an
the effects of this on the M5 estimate may be clearly seen irmmount of years that depends upon the period of operation
Fig. 3. of that station. The difference in M5 is within 10 mm but

In the Fig. 3 example it is clearly seen that the numberdepends strongly on the number of station years. Above 60
of station years behind an M5 estimate should preferablystation years this difference seems to be within 5mm. The
be greater than 40 in order to achieve reasonable stabilityaverage value of the difference is 1 mm but the standard de-
Only 32 meteorological stations have more than 40 statiorviation is 3.6 mm. It therefore seems appropriate to assume
years and of those only 11 have more than 60 years. Thé¢hat the M5 values estimated at the meteorological stations
station observations considered here are in all cases directlgre within 4 mm for each location. This indicates that the
gauged values without wind corrections as previously ex-stability of the M5 estimates is good enough so observed and
plained. The MM5 model simulated M5 values used in this simulated values can be compared, even though the observa-
study are based on 44 calculated annual extreme values &bn periods of the individual stations do not cover exactly
each grid point and should therefore be reasonably stable. the same 44 year period as the simulation does.

Another way of assessing the stability in estimated M5val- The 4 mm value may then be taken as an estimate of the
ues is to study the differences between a short and a longarncertainty of the M5 estimate based on station observa-
period in many points. Figure 4 shows the differences intions caused by the difference in observation periods from
meteorological M5 station values, between the observatiorthe simulation period. On top of this there are instrumental
period up to 1990 (Eliasson, 1997) and values covering theerrors and effects of spatial variability that will increase this

t t t t t t {
20 40 60 80 100 120 140
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Number of station vears gg 1§ﬂ‘

an ‘e o 67 180
e . .

70— 66.5 18¢

66

140

e 65.5 120
.

Lat. -
N 85 100

e 204 ° * 64.5

' ' ' " Difference ' ' I
-15 -10 5 0 5 mm 10 15 835 m
» 24 ‘22 20 18 16 14
Fig. 4. The difference between M5 data in the 1990 and 2006 data ) Long. West

sets.
Fig. 5. Surface map of the MM5 model values for M5 showing the
orographic effect. Colour bar and z scale: M5 in mm/24 h.
uncertainty. It must therefore be kept in mind, that the sim-

ulation period is the 44 years between 1962—-2005 in all grid
points, but the observation period for individual meteorolog- to this simulation result. There is no doubt that a substan-
ical stations is normally different. tial improvement can be gained in the model results by using
The statistical distribution of pooled normalized annual a finer grid and a shorter time step. Such simulations will
maximum precipitation data in Iceland follows a Gumbel undoubtedly be produced in the future.
probability distribution rather well (Eliasson, 1997). This  For a qualitative examination it is instructive to study the
distribution was therefore used to estimate the M5 apd C map in Fig. 5 which clearly shows the strong orographic ef-
values from the mean and the standard deviation of the stafect on the precipitation. Areas with M8L20 are seen to
tion values used in the normalization. be on the glaciers, they are the highest parts of the country,
The stability of the G estimate is also an issue, but the ef- 1000-2000 ma.s.I., while the highland plateau around them
fect of scatter in this parameter is much more limited than thels around 600 ma.s.I. The figure shows that the largest pre-
effect of scatter in M5. Most station values of @@ Iceland  cipitation amounts are not found in the lee zones as found by
are below 0.2. The effect of a variability in; ©n a quantile ~ (Zangl et al., 2008). In fact they are located directly on the
estimate can be seen from the following equation (Eliassonmountain tops.

2000): The qualitative comparison with the earlier M5 map com-
piled from precipitation observations until 1990 is shown in
MT/M5D 1CCi(y 15) (1) Fig. 6. The reader is asked to note, that detailed examination

of the maps can be made by zooming the pdf published on
MT=24 h annual precipitation maximum with return period the journal’s website until the text on the M5 map is clearly
T years readable. Figure 6a is a reproduction of the original map on
y=Gumbel’s parameter=in( In(1 1/T)) the referred website, the Icelandic text has no significance to
The largest y value used in engineering design is around the contents of this paper.
(T=1000). This will produce the greatest impact of a scatter The two isoline maps are not identical, but much closer
in Cj, but a deviation of 10% in the;Gwill only produce a  than might have been expected, especially in the ungauged
5% deviation in the MT estimate fgr=7. For lower T values ~ regions (punctuated lines on the M5 map). The main differ-
this effect is smaller and it disappears altogether around th€nces can be qualitatively described as follows:
5 year y value. This relatively little importance of the C ~ The valley of low values between the high M5 values in the
value in practical quantile estimates is the main reason fosouth and the lower values in the north is 60-80 mm/24 h'in
replacing the mean value and the standard deviation in théhe earlier map while the simulated values are 40-60 mm/24
Gumbel probability distribution function with M5 and C h. The line through the high points is along the main water
divide between the north and the south parts of the country.
The 120 mm line reaches in between the two glaciers of
4 Comparison with earlier results the south in the earlier map but not in the simulated results.
The low value areas in the north are larger according to the
Only 1650 of the 11468 grid-cells are on land. This is a new model.
great improvement over the M5 estimates based on station
observations, as only 73 stations exist that can be compared

Hydrol. Earth Syst. Sci., 13, 223324Q 2009 www.hydrol-earth-syst-sci.net/13/2233/2009/
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orographic effect than in Fig. 5. Colour bar andcale: G, dimen-
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100 +

90

MMS5 Ann. max.

80

70

.

1Reykjavik

60

50

422 Akureyri

= 178 Stykkisholmur [

40 *

5
>
30 OIS
>

..'..l ? .. L]
20 - ¢ .
Fig. 6. Existing M5 map [ttp://www2.verk.hi.is/vhi/
vatnaverkfrstofa/Kort/AM5_Yfirlit.pdf punctuated lines esti- Observed Ann. max.
mated values above, compared to MM5 model M5 (below). °0 10 20 2 2 5 60 7 8

Contour lines for each 20 mm/24 h on both maps. (For reading the

figures text: Zoom in the picture.) Fig. 8. Example of scatter of observed and simulated annual max-

ima 1962-2005, 3 stations.

The largest areas based on gauged values in the earlier map

(solid lines in the map) are very similar in the simulations. Figure 7 shows that the MMS5 simulations justify this rec-

The quall_tat.we result of this comparison is that the mo,delommendation. The averagq @alue is closer to 0.17, but
produces similar M5 values as found from meteorologlcala recommended value to be used in practical applications

measurements where they are available, in the ungauged rgpq 4 pe a little higher than the average to prevent under-
gions the estimated values in the earlier map are higher thaﬂesign.

the simulated values and this difference is of the order of
magnitude 10—20 mm or 20—-30%.
The results for the Ccoefficients are very much along the

The simulated annual maxima for individual years show a
great scatter when compared with observations as is done in
Fig. 8. Besides this scatter in the numerical values, observed

same lines. . )
o and simulated maxima do not usually occur on the same day.
The computed Lvalues range from 0.12-0.23, this is the Itis not anticipated that simulations in a finer grid will mend

same range as found from data from the meteorological Stafhis scatter

tions. It is impossible to compile an areal distribution com- In th titati . betw th i loi
parable to Fig. 7 from the 73 observations because while the n the quantitative comparison between the meteorologl-

punctuated lines in the M5 map could be estimated from re_cal stations and the simulation the closest gridpoint (NPO) is

liable M5—-AAR (annual average rainfall) relations, no such _Llj_ztladlto%etherwnh thel Einglﬁjﬂhst?or pomtsilto NPO (NPla_II\lPISh).
relation seems to exist for the; Clt was therefore recom- IS 1S because simuiate S are cell averages while the

mended to use the valug=D.19 with the M5 map, or the observations are point values so no gridpoints correspond ex-
' . : ’ actly to the stations. The cluster NP1-NP4 is the closest 4
alue from the closest meteorological station. .
val g ! points (N-S and E-W), NP1-NP8 the cluster of the closest 8
points in the grid.
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200 . Table 3. Differences between meteorological stations and NPO val-
180 ues.

160
140 - Al. Average difference of meteorological 5mm
120 = stations and NPO
10 _ 5 - O A2. Closest 63% of differences . <10mm
. / R7=056034 B1. Full standard error of the estimate 17mm
. (rms of diffs)
. B2. Max error, outliers (total 3 or 4.1%) excluded 35mm
0
0 20 40 60 80 100 120 140 160 180 200 Table 4. Order of magnitude values of possible causes of the differ-

ences in Table 3.
Fig. 9. Simulated NPO point values for M5 (vertical axis) com-

pared to observed values at the 73 meteorological stations (horizon- A1.  Wind effect in M average 5mm

tal axis). Trend lines are for all points (black) and outliers excluded (1/3 of ann. max. affected)

(blue). A2. The M$ - NPO distance effect, rms value 5mm
A3. Different estimation periods 4mm

B. Course grid effect (0-50% in 4% of points) rms 10 mm

These two clusters were studied in an attempt to find ex-
planations to the larger differences between gauge M5 and Meteorological Station
NPO. The distance MS—NPO can be up to 5.7 km and the
differences in M5 values between the NP points will show

the spatial variation in the computational grid and this vari- q din line B2 of Table 3 dcl oo
ation can explain a part of the gauge—NPO difference in the" ”O_te In i€ B2 ot 1able 5 need ¢ °Ser_exa'_””'”"?‘“°”-
In Fig. 10 we examine the three red outliers in Fig. 9, to-

M5 values, when the spatial variation in the NP1-NP8 clus- ) o ,
ter is regular and the distance from the gauge to NPQ is afevgether with the point directly above them. In all these points
e value is approximately the same, (103—-106) so this

kilometers. Various schemes to interpolate and estimate thH"e gaug : S L
“best computed value” at the meteorological station in Ordervalue is represented by a thick green line in Fig. 10. The large
cluster NP1-NP2 is used.

to compare that value to the observation M5 value may be . ) - .
In Fig. 10 we see that the “normal” station 615 (yellow

used. o L

On op of i reulr” satl varaon tere i the pre- ST 15 9 2verage devalon wini e 17 etk
cipitation effect due to landscape forms on a scafekm inthe oth%r points. The same large spatial variatign is seenin
h re fl n he gri fel hem rologi- " .
that are flattened out by the grid but felt by the meteorolog the results from station 620, but here the simulated M5 value

cal stations. . ;
s only 60% of the gauge value. The two other points are less

Figure 9 shows a direct comparison between simulated M o : L
values at the NPO points and the M5 based on precipitatioihan 50% of the gauge value and the spatial variation is small

measurements from the meteorological stations, again witk\{vith the exception of NP9 for station 234 (red column). This
no corrections applied. The RMS difference of the sta\tionShOWS that a small spatial variation in the NP values may

and simulated M5 values in Fia. 9 is 17 mm and the avera not imply an accurate result. It is believed that hills in the
: ) 9. . g('i‘andscape around stations 103 and 234, that are flattened out
difference is 5mm (model values higher than the gauges)

the correlation coefficient iR=0.78 (black line). If the three in the grid, cause the large deviations at these stations and

. .. this effect could also affect the low simulation results at sta-
red outliers are excluded (see below), the correlation im-

proves somewhalR=0.9; blue line). Of the 73 gauges 57 t|0|_1 620.. This cannot be verified except_by simulations in
. : finer grid that have so far not been carried out. Neverthe-
are in the range 40-80 mm and 80% of these points (63% 0 . e . o
e S ess, this opens up the possibility that several grid points in
the total) are within 20 mm which is the outer range for the . . . . .
the simulation, possibly anywhere in the grid, can be rather

scatter in Fig. 4. Differences between the station and simu- . :
: . inaccurate. Carefully interpolated values to the stations lo-
lated M5 values are given in Tables 3 and 4.

Th tude of th d q hcations in Fig. 8, statistical analysis of the differences and
_he magnitude of the measurgment error depends on t. ubsequent correction of all of the 1650 cell values does only
wind-speed and the under-catch is more pronounced for soli

i o O ave a minor chance of improving the simulation results.
(especially snow) than liquid precipitation (Fagrland et al.,

1996). The values of the differences in Table 3 and the esti5 Discussion

mated underlying causes of the differences are listed in Ta-

ble 4. The differences marked A and B in Table 3 have aThe simulation has provided M5 results for around 1500 lo-
cause marked A and B in Table 4. They speak for themselvesations in Iceland where no information was available before.

except that the outliers indicated by the red symbols in Fig. 9

Hydrol. Earth Syst. Sci., 13, 223324Q 2009 www.hydrol-earth-syst-sci.net/13/2233/2009/
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Where we have station information, the largest single group 2o
(63% of the total gauge values) NPO and gauge values fall
within 10 mm/24 h (Table 3). Of these about 4 mm may be ® | -~ ( ‘
due to different estimation periods (Table 4). Effects of wind ( N .

and distance between station locations and NPO can explain 7
differences up to 10 mm (Table 4). 601 m
3

The rest of the values (37%) show greater scatter. These , |
discrepancies are presumably due to a combination of all er-
rors listed in point 4 and errors in the precipitation measure- 201
ments. Due to the strong orographic effect in the precipita-
tion, local landscape features on length-scat8km can be . 2 4 5 6 7 8 9
felt by the gauges without having any effect in the simula- [ @103andakisaniriun 234 Rolar { Dyrafisi D615 Seyisfipréur 01620 Dalatangi |
tions. Three outliers may show a large effect of this type.

There the simulated MM5 precipitation value is only 50% of Fig. 10. Outlier points in Fig. 9 (red). Meteorological stations num-
the gauge value so the total difference is 40-60 mm insteaer 103, 234 and 620 compared to “normal” difference station 615.
of the maximum 35 mm at the other points. There may beNumbers on the horizontal axis are the NP point numbers. Vertical
an unknown number of such points in the simulated data setaxis: M5 values in mm/24 h

they can only be identified by more accurate simulations.

The least squares line is M5sim=4+1.05 M5MS (outliers
excluded), but using the relation M5=(M5sim-4)/1.05 to pro-
duce a new M5 map has very little effect and does not mend
the real problems. The result of this discussion is there-
fore, that a general trend function that can be applied to th(?n
new simulated M5 values for use in ungauged regions can-
not be seen. The simulated values are already so good that
differences between gauge values and simulated results falls  Areas where the difference ¥s10 mm: No correction.
within the range to be expected when the model grid inac-
curacy and the accuracy of the estimation of the gauge M5's ~ Other areas (30 meteorological station points available):
on one hand, and the general MM5 model inaccuracy on the ~ Correction by expert opinion.
other hand are combined. Such differences are generally not
randomly distributed, as least square lines assume.

— In making a new M5 map 1650 simulated values are
available along with the 73 observed ones.

In making a new M5 map the following policy is recom-
ended to correct the simulation values:
Gauged regions

For ungauged regions the following procedure is recom-
mended

6 Conclusions All regions where the original map and the M5sim value

is <60 mm: No correction.
This paper describes the M5 parameter, as computed from

the annual precipitation maxima, simulated by the MM5 at-  Other regions, original map value up to 80 mm: Correc-
mospheric model. The simulated M5 values were compared  tion 0-20, linearly increasing.

to all meteorological stations where estimates of observed
M5 values were available. The results can be summarized as
follows.

In regions with original map value80: Add 20 to the
simulated values.

The suggested procedure is believed to be more consistent
— The observed values show sufficient stationarity so thethan the flat trendline. It brings the overall differences down
comparison does not have to be restricted to observatg the average 4 and rms 11 instead of the5 and 17 in
tions within the simulation period 1962—2005. Table 3.

o ) Future research on M5 and the basis of flood estimation in
— The comparision reveals a few outliers{%) where |cejand will be concentrated in three main areas:
the difference between simulated and observed values

is large and of uncertain origin. 1. Checking the probability distribution function of the an-

. . nual precipitation maxima region for region in order to
— The difference between simulated and observed values  find if there are discrepancies in the a priori assumption

is within 10mm (for 2/3 of the values) in the range that they follow the 2-parameter General Extreme Value
20-160 mm/24 h distribution as previously found (Eliasson, 1997).

— There are no systematic deviations that can be mended 2. Searching for statistically significant M5-AAR (Aver-
by a trend function. age annual rainfall) and;€AAR relations.
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Validation of numerical simulations of precipitation in
complex terrain at high temporal resolution
Teitur Arason, Olafur Rognvaldsson and Haraldur Olafsson

ABSTRACT

Atmospheric flow over Iceland has been simulated for the period January 1961 to July 2006, using
the mesoscale MM5 model driven by initial and boundary data from the ECMWF. A systematic
comparison of results to observed precipitation has been carried out. Undercatchment of solid
precipitation is dealt with by looking only at days when precipitation is presumably liquid or by
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University of Iceland, 101 Reykjavik,
Iceland

Icelandic Meteorological Office,
Blstadavegur 9, 150 Reykjavik,
Iceland

considering the occurrence and non-occurrence of precipitation. Away from non-resolved

orography, the long term means (months, years) of observed and simulated precipitation are
often in reasonable agreement. This is partly due to a compensation of the errors on a shorter

Olafur Régnvaldsson (corresponding author)
Institute for Meteorological Research,
Orkugardur, Grensasvegur 9,

108 Reykjavik,

timescale (days). The probability of false alarms (the model predicts precipitation, but none Iceland

is observed) is highest in N Iceland, particularly during winter. The probability of missing
precipitation events (precipitation observed but none is predicted by the model) is highest

in the summer and on the lee side of Iceland in southerly flows.

Key words | dynamical downscaling, Iceland, MMS5, QPF, rain gauge data, validation

INTRODUCTION

The 6-hourly ERA40 re-analysis (Uppala et al. 2005) of
the ECMWF (European Centre for
Weather Forecasts) has been dynamically downscaled for
the period 1961-2006 using the numerical model MM5
(Grell et al. 1995) run at 8 km horizontal resolution on a
123 X 95-point grid with 23 vertical levels. The model
set-up included the Grell cumulus scheme (Grell ef al. 1995),

Medium-Range

the Reisner2 microphysics scheme (Thompson et al. 2004)
and the MRF (Hong & Pan 1996) planetary boundary
layer (PBL) scheme. The modelling approach is described
in greater detail in Rognvaldsson et al. (2007a) and
Rognvaldsson & Olafsson (2008).

Previous studies (Rognvaldsson et al. 2004, 2007a,
Bromwich et al. 2005) have shown the combination of the
Grell cumulus scheme, the Reisner2 microphysics scheme
and the MRF PBL scheme to be a reliable set-up for
doi: 10.2166/nh.2010.133
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N-5007 Bergen,
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simulating precipitation over Iceland at 8 km resolution.
Rognvaldsson & Olafsson (2002) also tested the sensitivity
of simulated precipitation to the number of vertical levels
(23 vs. 40) and to the size of the simulation domain. They
found that the simulated precipitation is neither sensitive to
domain size nor vertical resolution.

The 8 km grid size is a compromise between resolution
and available computer resources. Simulation time is roughly
proportional to the increase in horizontal resolution to the
power of three. Hence, a 1km grid would take 512 times
longer to simulate than an 8km grid. The issue of
computational resources is one reason to simulate precipi-
tation using a simpler and faster model. Crochet et al. (2007)
used a linear model of orographic precipitation that
included airflow dynamics, condensed water advection and
downslope evaporation to simulate precipitation over
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Figure 1 | A topographic map of Iceland showing relative difference between simulated and observed accumulated precipitation, (mm5-obs)/obs, in June, July and August (JJA).
Each coloured circle corresponds to a synoptic weather station. Station names are included at the stations referred to in this paper. The colour of the circle
denotes the relative error in the simulations (colourbar to the right). The blue boxes enclose a few stations on flat land in S Iceland where the observations and
simulations are in reasonable agreement. The red boxes draw attention to stations in N Iceland where the model overestimates precipitation, despite these stations
being on flat land. Stations that have huge overestimation, which is almost certainly due to non-resolved orography, are enclosed in black boxes. The full colour
version of all figures in this paper can be accessed by subscribers online at http://www.iwaponline.com/nh/toc.htm

Iceland at a 1km horizontal resolution. The model was
forced using the ERA40 dataset for the period 1958 -2002.
Their results suggested that the linear model did capture the
main physical processes governing orographic generation of
precipitation in the mountains of Iceland.
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Climatological downscaling of precipitation is not only
of use for hydrological purposes. The MM5 model, using a
similar set-up as used in this study, is in operational use in
Iceland for production of short- to medium-range weather
forecasts. Although a hydrologist and a weather forecaster
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Figure 2 \ Data from Storhofdi, S Iceland, accumulated 24h precipitation (mm) (observed and simulated) for November 1992. Blue colour denotes the amount of MM5

underestimation and red denotes the MM5 overestimation.
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Figure 3 | Ratio (%) of “false alarms” (mm5 wet, obs dry) during winter (DJF, top) and summer (JJA, bottom).

would both like to be able to predict precipitation, their
interests lie on different timescales.

In this paper we evaluate the quality of the simulations
by comparing them to rain gauge measurements. This can
be done by comparing long term means (months, years) of

simulated and observed precipitation. Such a comparison
would be of use to a hydrologist but of somewhat limited
value to a forecaster. We therefore set out to make
comparisons that would assess strong and weak points of
the simulations to aid forecasters. We want to know how
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the errors in the simulated precipitation relate to other
meteorological factors and if the performance depends on
the temporal resolution of the data and geographical
location. This work should shed a light on which aspects
need improvement. Increased understanding of the limi-
tations of the simulations on a short timescale will also
be beneficial to their use in hydrological purposes at
all timescales.

In this paper we describe the rain gauge data used in this
study and how simulated precipitation compares to obser-
vations, followed by discussion and concluding remarks.

RAIN GAUGE DATA

The dynamic downscaling of ECMWF data, using version
3-7-3 of the MM5 model, has been compared to
precipitation observations from synoptic stations for the
sub-period 1987-2003. Precipitation is measured at 18
UTC. The MM5 output was saved every 6h, at 00, 06, 12
and 18. The comparison period is therefore 24 h (from 18 to
18). That period will from now on be referred to as an
“event” in this paper.

The model output from a grid point can be considered
as an area-averaged precipitation over an area of 64 km?.
Therefore we do not expect the simulations to agree with
measurements in areas with topography that is not
resolved by the model. When comparing simulated and
observed precipitation we must also bear in mind the
general problems of precipitation observations. The most
significant of these is the large undercatchment of solid
precipitation in cold and windy climate, as in Iceland
(Forland et al. 1996). Undercatchment of solid precipi-
tation is dealt with by looking only at days when
precipitation is presumably liquid (summer or temperature
criteria) or by considering the occurrence and non-
occurrence of precipitation.

COMPARISON WITH OBSERVED PRECIPITATION

Figure 1 shows the relative error of the simulations, (mm5-
obs)/obs, for the summer months June, July and August
(JJA). It can be seen that the model behaves differently in N

and S Iceland for stations on flat land (minimal effect of
non-resolved orography). For stations on flat land in the
south, the simulations and observations are in overall
reasonable agreement (see the stations in blue boxes in
Figure 1). The model does, however, underestimate pre-
cipitation in flows from the SE (not shown). The model
overestimates the precipitation for flat land stations in the
north (see the red boxes in Figure 1). This is particularly true
in northerly flow. For stations situated in orography that is
obviously not resolved by the model (see the black boxes in
Figure 1), the somewhat expected result of huge relative
errors is clearly visible.

The 24h precipitation amounts (observed and simu-
lated) for November 1992 at Storhofdi, S Iceland, is shown
in Figure 2. The sums of observed and simulated precipi-
tation for this month are almost identical. It is, however,
clear that the agreement of the monthly sums is in large part
due to compensation of the errors on a daily timescale. We
define a “false alarm” event as a period of 24 h (from 18 to
18) where there is some precipitation in the simulations
(fmms > 0.1 mm) but the observations are dry (rops = 0.1
mm). Figure 3, top, shows the percentage of events that fall
into the false alarm category at each of the stations during
the winter months December, January and February (DJF).
Comparison with Figure 3, bottom, showing the false alarm
percentage during June, July and August reveals that there is
a relatively high probability of false alarms in winter, most
notably for inland areas in N Iceland. In Figure 4 all false
alarm events at Stadarhéll have been categorized according
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Figure 5 | Ratio (%) of “missing” events (mm5 dry, obs wet) during winter (DJF, top) and summer (JJA, bottom).

to wind direction. We see that much of the precipitation
during false alarm events is associated with southerly winds,
which are generally not associated with precipitation in this
area. A “missing” event is defined as a 24 h period where the
simulations are dry (fmms = 0.1 mm) but the observations

are wet (rops > 0.1mm). Figure 5, bottom, shows the
percentage of missing precipitation events. It reveals that
there is a low probability of missing events in the winter, but
much higher in the summer. In Figure 6, the precipitation
during missing events (precipitation observed, but not
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Figure 6 | Accumulated precipitation for individual wind directions during all “missing”
events at Stadarholl, N Iceland (MM5 dry, obs wet).

simulated) at Stadarholl has been grouped according to the
simulated low-level wind direction. Again, we see that
southerly winds (when Stadarhdll is in the lee of Iceland)
are the main culprit.

DISCUSSION

In view of the important uncertainties associated with
precipitation processes and the complex nature of precipi-
tation distribution in real flows in the vicinity of mountains,
the overall results must be characterized as good. One
reason for this must be the fact that most of the preci-
pitation in Iceland is associated with large-scale systems
and the precipitation distribution within such systems over
complex terrain can indeed be predicted with much greater
skill than the distribution of convective precipitation
(Dorninger et al. 2008). However, it should be kept in
mind that some of the results presented in this paper are
valid for timescales of several months and errors on the
timescale of a passing front are higher. Care should
therefore be taken when interpreting the results from
Figure 1 in the context of forecasting individual events.
Even though a horizontal resolution of 8 km permits the
representation of most of the major mountain ranges, the
steepness of the topography is underestimated at many
locations. So are the strong precipitation gradients that
have been observed (Brynjélfsson & Olafsson 2009).
Simulations of flow in the mountains of SW Iceland have
shown that much improvement is to be gained locally when

the horizontal resolution is increased from 8 to 4km and
even from 4 to 2km (Rognvaldsson et al. 2007b). Similar
improvements of the present results through increased
resolution can be expected for other parts of Iceland that
also have narrow mountain ranges.

Although much of the errors in the simulations can be
related to non-resolved orography, this can not easily be
done for features such as the overestimation of precipi-
tation away from the mountains in the north and under-
estimation of precipitation in winds from the southeast
over flat land in the southwest. The reasons for these
features are unclear. The overestimation of precipitation in
the north emanates from cases of both southerly and
northerly winds. An overestimation, reminiscent of the
southerly flows, can be seen in the MM5 simulations of
Schwitalla et al. (2008) at some distance downstream of the
Black Forest mountain range (cf. Figure 7 in Schwitalla et al.
2008). This more distant lee-side problem should be
distinguished from the excessive dryness of the model
immediately above the lee slopes (Rognvaldsson et al.
2007b; Schwitalla et al. 2008). A further analysis of the
errors requires precipitation observations with higher
temporal resolution and observations of the structure of
the vertical profile of the atmosphere, including microphy-
sical properties.

SUMMARY AND CONCLUSIONS

The numerical model MMS5, run at a horizontal resolution
of 8km, has been used to downscale the 6-h analysis of the
ECMWEF over Iceland. A systematic comparison with
observed precipitation for the period 1987-2003 has been
presented. The main outcome of this comparison is:

e Away from non-resolved orography, long term (months,
years) sums of simulated precipitation are quite correct
in the south but too high in the north. This is partly due
to compensating errors on a smaller timescale (days).

e The probability of false alarms (the model predicts
precipitation, but none is observed) is highest in N
Iceland, particularly during winter.

e The probability of missing precipitation events is
highest in the summer and on the lee side of Iceland in
southerly flows.
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e Precipitation is underestimated in southeasterly flows
at the SW coast of Iceland and is overestimated at the
N coast of Iceland. This cannot only be explained by
non-resolved orography.

ACKNOWLEDGEMENTS

This study was funded in part by the Nordic Climate
and Energy Systems (CES) research project and the
corresponding Icelandic national project Lofthjipsbrey-
tingar og ahrif peirra & OrkuKerfi og Samgongur (LOKS,
see http://en.vedur.is/ces).

The authors would like to thank two anonymous
reviewers for their helpful comments.

REFERENCES

Bromwich, D. H., Lesheng, B. & Bjarnason, G. G. 2005
High-resolution regional climate simulations over Iceland
using polar MM5. Mon. Weather Rev. 133, 3527 -3547.

Brynj6lfsson, S. & Olafsson, H. 2009 Precipitation in the Svarfadardalur
region, North-Iceland. Meteorol. Atmos. Phys. 103, 57 -66.

Crochet, P., Johannesson, T., Jonsson, T., Sigurdsson, O., Bjérnsson, H.,
Palsson, F. & Barstad, I. 2007 Estimating the spatial distribution
of precipitation in iceland using a linear model of orographic
precipitation. J. Hydrometeorol. 8(6), 1285-1306.

Dorninger, M., Schneider, S. & Steinacker, R. 2008 On the
interpolation of precipitation data over complex terrain.
Meteorol. Atmos. Phys. 101, 175-189.

Forland, E. J., Allerup, P., Dahlstrom, B., Elomaa, E., Jonsson, T.,
Madsen, H., Perild, J., Rissanen, P., Vedin, H. & Vejen, F.
1996 Manual for Operational Correction of Nordic
Precipitation Data. DNMI report no. 24/96 Klima, Norwegian
Meteorological Institute, Oslo.

Grell, G. A, Dudhia, J. & Stauffer, D. R. 1995 A Description of the
Fifth-generation Penn State/NCAR Mesoscale Model (MM5).
NCAR tech. note NCAR/TN-398 + STR. National Center for
Atmospheric Research, Boulder, Colorado.

Hong, S. H. & Pan, H. L. 1996 Nonlocal boundary layer vertical
diffusion in a medium-range forecast model. Mon. Weather
Rev. 124, 2322-2339.

Rognvaldsson, O., Crochet, P. & Olafsson, H. 2004 Mapping of
precipitation in Iceland using numerical simulations and
statistical modeling. Meteorol. Z. 13(3), 209-219.

Rognvaldsson, O., Jénsdéttir, J. F. & Olafsson, H. 20074
Numerical simulations of precipitation in the complex terrain
of Iceland - comparison with glaciological and hydrological
data. Meteorol. Z. 16(1), 71-85.

Rognvaldsson, 0., Bao, J-W. & Olafsson, H. 2007b Sensitivity
simulations of orographic precipitation with MM5 and
comparison with observations in Iceland during the Reykjanes
Experiment. Meteorol. Z. 16(1), 87-98.

Rognvaldsson, O. & Olafsson, H. 2002 Downscaling Experiments
With The MM5 Model: Determining an Optimal Configuration
for Climatological Downscaling Studies of Precipitation in
Iceland. Icelandic Meteorological Office. Available at: http://
www.vedur.is/\verb + ~ + haraldur/urkoma.pdf

Rognvaldsson, O.& Olafsson, H. 2008 Dynamical downscaling of
precipitation—Part I: Comparison with glaciological data.
Proceedings of the XXV Nordic Hydrological Conference,
Reykjavik, Iceland, pp. 236-245. Available at: http://www.
vedur.is/media/vatnafar/saga/NHC2008\_volumel\_web.pdf

Schwitalla, T., Bauer, H.-S., Wulfmeier, V. & Zingl, G. 2008
Systematic errors of QPF in low-mountain regions as revealed
by MM5 simulations. Meteorol. Z. 17(6), 903-919.

Thompson, G., Rasmussen, R. M. & Manning, K. 2004 Explicit
forecasts of winter precipitation using a improved bulk
microphysics scheme. Part I: Description, sensitivity analysis.
Mon. Weather Rev. 132, 519-542.

Uppala, S. M,, KAllberg, P. W,, Simmons, A. J., Andrae, U,
Bechtold, V. DaCosta, Fiorino, M., Gibson, J. K., Haseler, J.,
Hernandez, A, Kelly, G. A,, Li, X., Onogi, K., Saarinen, S.,
Sokka, N., Allan, R. P., Andersson, E., Arpe, K., Balmaseda,
M. A, Beljaars, A. C. M., Van De Berg, L., Bidlot, J., Bormann,
N., Caires, S., Chevallier, F., Dethof, A., Dragosavac, M.,
Fisher, M., Fuentes, M., Hagemann, S., H6lm, E., Hoskins,
B.J., Isaksen, L., Janssen, P. A. E. M., Jenne, R., Mcnally, A. P.,
Mabhfouf, J.-F., Morcrette, J.-J., Rayner, N. A., Saunders, R. W,
Simon, P., Sterl, A., Trenberth, K. E., Untch, A., Vasiljevic, D.,
Viterbo, P. & Woollen, J. 2005 The ERA-40 re-analysis. Q. J. R.
Meteorol. Soc. 131, 2961-3012.

First received 15 December 2008; accepted in revised form 25 June 2009. Available online April 2010


http://en.vedur.is/ces
http://dx.doi.org/10.1175/MWR3049.1
http://dx.doi.org/10.1175/MWR3049.1
http://dx.doi.org/10.1007/s00703-008-0348-x
http://dx.doi.org/10.1007/s00703-008-0348-x
http://dx.doi.org/10.1175/2007JHM795.1
http://dx.doi.org/10.1175/2007JHM795.1
http://dx.doi.org/10.1175/2007JHM795.1
http://dx.doi.org/10.1007/s00703-008-0287-6
http://dx.doi.org/10.1007/s00703-008-0287-6
http://dx.doi.org/10.1175/1520-0493(1996)124<2322:NBLVDI>2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(1996)124<2322:NBLVDI>2.0.CO;2
http://dx.doi.org/10.1127/0941-2948/2004/0013-0209
http://dx.doi.org/10.1127/0941-2948/2004/0013-0209
http://dx.doi.org/10.1127/0941-2948/2004/0013-0209
http://dx.doi.org/10.1127/0941-2948/2007/0174
http://dx.doi.org/10.1127/0941-2948/2007/0174
http://dx.doi.org/10.1127/0941-2948/2007/0174
http://dx.doi.org/10.1127/0941-2948/2007/0181
http://dx.doi.org/10.1127/0941-2948/2007/0181
http://dx.doi.org/10.1127/0941-2948/2007/0181
http://dx.doi.org/10.1127/0941-2948/2007/0181
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/\verb+~+haraldur/urkoma.pdf
http://www.vedur.is/media/vatnafar/saga/nhc2008\_volume1\_web.pdf
http://www.vedur.is/media/vatnafar/saga/nhc2008\_volume1\_web.pdf
http://dx.doi.org/10.1127/0941-2948/2008/0338
http://dx.doi.org/10.1127/0941-2948/2008/0338
http://dx.doi.org/10.1175/1520-0493(2004)132<0519:EFOWPU>2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(2004)132<0519:EFOWPU>2.0.CO;2
http://dx.doi.org/10.1175/1520-0493(2004)132<0519:EFOWPU>2.0.CO;2
http://dx.doi.org/10.1256/qj.04.176

137

Paper VI: Dynamical Downscaling of Precipitation in
Iceland 1961-2006



138

153

CRNNIRE#INI] Hydrology Research | 41.3-4 | 2010

Dynamical downscaling of precipitation in Iceland

1961-2006

Olafur Rognvaldsson, Jona Finndis Jonsdottir and Haraldur Olafsson

ABSTRACT

Atmospheric flow over Iceland has been simulated for the period January 1961 to July 2006,
using the mesoscale MM5 model driven by initial and boundary data from the European
Centre for Medium Range Weather Forecasts (ECMWF). Firstly, the simulated precipitation
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INTRODUCTION

The geographical distribution of precipitation in Iceland
is poorly known but very important for hydrological
applications, both in general and particularly in the context
of climate change. Therefore, an extensive task carried out
in the recent VO/CE project (Johannesson et al. 2007;
further information on the Vedur og orka - Climate and
Energy (VO/CE) project can be found on the web: http://
www.os.is/ce) was concerned with modelling of precipi-
tation and a compilation of precipitation datasets on a
regular grid covering the whole country. These datasets
provide the opportunity to model river runoff and glacier
mass balance both in the current climate and also in a hypo-
thetical future climate based on climate change scenarios.
Thus, climatological downscaling of precipitation is of great
use for hydrological purposes. Furthermore, the MM5
model, using a similar set-up as used in this study, is in
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operational use in Iceland for the production of short to
medium range weather forecasts. Improvements in the
numerical tools do therefore benefit both the hydrology
community as well as weather forecasting, although the
interests of these two communities lie in different timescales.

The climate of Iceland is largely governed by the
interaction of orography and extra-tropical cyclones, both
of which can be described quite accurately by present-day
atmospheric models. As a result, dynamical downscaling
of the climate, using physical models, can be expected to
give reliable information about precipitation distribution,
especially in the data-sparse highlands.

In this paper we compare dynamical downscaling of
large-scale meteorological fields provided by the ERA40
reanalysis (Uppala et al. 2005) to precipitation estimates
derived from mass balance measurements on the Icelandic
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ice caps. The dynamical downscaling is done by using
the mesoscale MM5 model (Grell et al. 1995). We also use
output from the MM5 model as input to the WaSiM
hydrological model (Jasper et al. 2002) for the same six
watersheds as used for validation purposes of a 15-year time
series described by Rognvaldsson et al. (2007, hereafter
referred to as RJO07) and compare the simulated discharge
with the observed discharge.

Previous studies (Rognvaldsson et al. 2004, 2007,
Bromwich et al. 2005) have shown the combination of the
Grell cumulus scheme, the Reisner2 microphysics scheme
and the MRF PBL scheme to be a reliable set-up for
simulating precipitation over Iceland at 8 km resolution.
Rognvaldsson & Olafsson (2002) also tested the sensitivity
of simulated precipitation to the number of vertical levels
(23 vs. 40) and to the size of the simulation domain.
They found that the simulated precipitation is neither
sensitive to domain size nor vertical resolution.

This paper begins with a description of the model
approach, followed by comparison of the model results to
glaciological data and a comparison of modelled discharge
to observed discharge. The results are discussed in brief,
followed by concluding remarks.

MODELLING WITH THE MM5 MODEL

Atmospheric flow over Iceland was simulated for the period
January 1961 through June 2006 using V3-7 of the
PSU/NCAR MMS5 mesoscale model (Grell et al. 1995).
The domain used is 123 X 95 points, centered at 64°N and
19.5°W, with a horizontal resolution of 8 km. There are 23
vertical levels with the model top at 100hPa and model
output is every 6 h. The domain set-up is shown in Figure 1.

The MM5 model was used with initial and lateral
boundaries from the ERA40 re-analysis project to 1999.
After that date, operational analyses from the ECMWF were
used. The ERA40 data were interpolated from a horizontal
grid of 1.125° to 0.5° prior to being applied to the MM5
modelling system. The modelling approach differs from
that used by Bromwich et al. (2005). Instead of applying
many short term (i.e. of the order of days) simulations
and frequently updating the initial conditions, the model
was run over a period of approximately six months with

only lateral boundary conditions updated every six hours.
This was made possible by taking advantage of the NOAH
land surface model (Koren et al. 1999; Ek ef al. 2003).

For discussions regarding the use of limited-area models
for regional climate studies and the use of run-off measure-
ments for validation of precipitation simulated by atmo-
spheric models we refer to RJO07 and references therein.

PREVIOUS VERIFICATION OF SIMULATED
PRECIPITATION

RJOO07 simulated atmospheric flow over Iceland for the
period September 1987 through June 2003 using V3-5
of MM5 driven by initial and boundary data from the
ECMWE. The simulated precipitation was compared with
two types of indirect precipitation observations. Firstly,
winter balance on two large outlet glaciers in SE Iceland
and on two large ice caps in central Iceland. Secondly,
model output was used as input to the WaSiM hydrological
model to calculate and compare the simulated run-off with
observed run-off from six watersheds in Iceland for the
water years 1987-2002. Model precipitation compared
favourably with both types of validation data.

In this paper we extend the RJO07 study to a 45-year
period using a new version of the MM5 model and more
glaciological and hydrological data.

COMPARISON WITH GLACIOLOGICAL DATA

The spatial variability of the mass balance on large ice
masses, such as Vatnajokull and Langjokull ice caps, can be
mapped given data along several profiles extending over
the elevation range of the ice caps. Mass balance has been
observed on parts of Vatnajokull ice cap in SE Iceland since
1991 (Bjornsson et al. 1998) and from 1996 on Langjokull
ice cap, central Iceland (Bjornsson ef al. 2002) (see location
on Figure 2). Here, we use measurements of accumulated
winter mass balance, expressed in terms of liquid water
equivalents. Bjornsson et al. (1998) estimated the uncer-
tainty of the areal integrals of the mass balance to be a
minimum of 15%. Due to surging of the Dyngjujokull glacier
in 1998-2000, the uncertainty is considerably greater for
this period and the following winter (Palsson et al. 2002b).
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Figure 1 | Domain set-up of the MM5 model: horizontal grid size is 8km and the number of grid points is 123 x 95 with 23 vertical levels.

As yet unpublished data for the past few winters are from
Bjornsson & Palsson (Helgi Bjornsson and Finnur Palsson,
Institute of Earth Sciences and Science Institute, University
of Iceland, personal communication). The ice caps and
typical locations of the mass balance stakes are depicted
in Figure 2.

Mass balance on Hofsjokull ice cap has been observed
at sites along the profile HN (cf. Figure 2) since 1987 and
along profiles HSV and HSA since 1988 (Sigurdsson et al.
2004). Due to the relatively coarse horizontal resolution
in our model configuration the maximum elevation of
the Hofsjokull ice cap is approximately 1,540 m, i.e. more
than 250m lower than in reality. Hence, we use area-
integrated data from an elevation range of approximately

1,450-1,650 m along the three profiles HN, HSV and HSA
(Jéhannesson et al. 2006b). The number of observational
data points ranges from 3 (1987-1988) to 10 (2000-2001),
the most common number being 7 or 8 (16 winters out
of the 19 studied here). The winter balance on Hofsjokull
has been modelled to estimate the amount of precipitation
that falls as rain and ablation that may take place during
the winter season. These estimates have been added to
the measured winter balance to produce estimates of total
precipitation at the measurement sites. The methodology
behind this procedure is described in detail in Jéhannesson
et al. (1995, 2006a, pp 31-37). This correction has not
been carried out for Vatnajokull and Langjokull ice caps
as a whole.
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Figure 2 | Overview of the six ice caps and glaciers used for validation purposes,
where dots indicate a typical location of an observation site. Red dots on
Hofsjokull glacier are along profiles HN (N part), blue dots along profile HSV
(SW part) and green dots along profile HSA (SE part). Observations at
locations shown in black at Hofsjokull have not been used in this study.
Drangajokull is split up in two regions, NW and SE parts (cf. Table 2).
See Figure 1 in RJO07 for comparison.

The simulated winter precipitation at Hofsjokull ice cap
is in good agreement with observations (cf. Figure 3) over
the northern part of the ice cap (HN, red dots, cf. Figure 2),
the SE part (HSA, green dots, cf. Figure 2) and the SW
part (HSV, blue dots, cf. Figure 2). The solid line in Figure 3
shows the average of the observed winter precipitation,
corrected to take liquid precipitation and/or winter ablation
into account, at altitudes between 1,450 and 1,650m at
locations HN, HSA and HSV. The dashed line represents
precipitation simulated by MM5 (nine-point average) at the

location of the ice cap. The simulated precipitation is within
one standard deviation of the average observed winter
precipitation within this altitude range for 16 out of the
19 winters during the period (1987 -2006). The Spearman’s
rank correlation, p, is 0.63 with a significance value of 0.004
and the RMS error is 300 mm.

Areal integrals of winter balance over the Vatnajokull
ice cap as a whole (8100km?), the Dyngjujokull
(1,040 km?) and Brdarjokull (1,695km?) outlet glaciers on
the north side of the ice cap, and the Langjokull ice cap
(925 km?) are compared with simulated wintertime precipi-
tation by the MM5 model in Figure 4. The winter balance
is not corrected to take liquid precipitation and/or winter
ablation into account. The model shows least skill on
Langjokull ice cap (p = 0.50; 0.14) where it has an RMS
error equal to 372, and the greatest skill on Braarjokull
(p=0.83; 0.0002) where the RMS error is equal to 171.
The correlation for Dyngjujokull is 0.61 with a significance
value of 0.06 and the RMS error is equal to 286.
The simulated precipitation is within estimated observa-
tional error margins for 10 out of 12 winters for Dyngju-
jokull, 13 out of 14 for Braarjokull and 5 out of 10 for
Langjokull ice cap. The correlation for Vatnajokull ice cap
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Figure 3 \ Estimated mean accumulated winter precipitation (mm) along profiles HN
(N part), HSA (SE part) and HSV (SW part) at altitudes between 1,450 and
1,650m (solid line, J6hannesson et al. 2006a). Dashed line represents
simulated precipitation by MMS5 (nine-point average) at Hofsjokull ice cap.
Red, green and blue crosses represent mean winter balance values
at stakes along profiles HN, HSA and HSV, respectively, within the altitude
interval 1,450-1650m (cf. Figure 2). Error bars indicate the standard
deviation of the observations. Observed values from individual snow stakes
are from Sigurdsson & Sigurdsson (1998) and Sigurdsson et al. (2004)
Sigurdsson & Thorsteinsson (personal communication). See Figure 3
in RJ0O07 for comparison.
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Figure 4 | Observed accumulated winter balance (solid) and precipitation simulated
by MM5 (dashed) for Vatnajokull ice cap as a whole (top), Dyngjujokull
(second from top) and Bruarjokull (second from bottom) outlet glaciers
and Langjokull ice cap (bottom). Error bars indicate 15% uncertainty
of the observations, except for 1998-2001 at Dyngjujokull where it is 25%.
Glaciological data for Vatnajokull, Dyngjujokull and Bruarjokull are from
Bjornsson et al. (1998, 2002) and Palsson et al. (2002a,b; 2004b,c,d)
Data for Langjokull ice cap are from Bjornsson et al. (2002) and Palsson
et al. (2004a). As-yet unpublished data for the past few winters are from
Bjornsson & Palsson. See Figure 4 in RJO07 for comparison.

is 0.89, with a significance value of 0.06 and the RMS error
is equal to 634. The relative importance of liquid precipi-
tation and/or winter ablation is greatest for Vatnajokull as a
whole because the southern margin of the ice cap reaches
near sea level where rain may fall and ablation may take
place at any time of the year. The north flowing outlet
glaciers from Vatnajokull and Langjokull ice cap do not
reach to such low altitudes so this problem is less important
there. This is presumably the reason why the simulated
winter precipitation is consistently about 500 mm greater
than the observed winter balance for the Vatnajokull ice
cap as a whole. When this constant value is added to

the observations, the RMS error for Vatnajokull drops to
177 from 634.

Table 1 shows the comparison between observed
accumulated precipitation and simulated precipitation
using V3-5 and V3-7 of the MM5 model. The periods
shown are the same as in RJO07, as well as including data
from three additional winters (“starred” values in Table 1).
V3-7 performs better over Dyngjujokull and Braarjokull
outlet glaciers, but worse over the Langjokull and Hofsjo-
kull ice caps.

Mass-balance measurements at Drangajokull ice cap in
NW Iceland have only been carried out since 2004. Table 2
shows a comparison between simulated and observed
winter balance for the mass-balance years 2004-2005 and
2005-2006 (Oddur Sigurdsson, Hydrological Service,
National Energy Authority, personal communication).
The model does not appear to capture the strong observed
NW-SE precipitation gradient. The single grid cell values
for the SE part are very close to the observed values but
they are too high for the NW part. The area-averaged
values from MM5 are, however, close to the mean observed
values for the NW region of the ice cap but too low for
the SE part.

COMPARISON WITH HYDROLOGICAL DATA

Jonsdottir (2008) used the latest output from V3-7 of the
MMS5 model as input to the WaSiM model, run at a
1 x 1km resolution, for the period 1961-1990 to create a
run-off map of Iceland. The difference between measured
and modelled discharge was in general found to be less
than 5%, although larger discrepancies were observed
(see Figure 5). For a full list of stations we refer to Table 2

Table 1 | Comparison of observed accumulated winter balance (mm) and simulated wintertime precipitation at Langjokull and Hofsjokull ice caps and Dyngjujokull and Bruarjokull
outlet glaciers (cf. Figure 2) using data from V3-5 and 3-7 of the MM5 model. “Starred” values include data for the 2003-2004, 2004-2005 and 2005-2006 winters in

addition to the period shown in column 2

RMS (mm) Spearman’s p Dev. from 0
Glacier Period V3-5 V3-7 v3-7° V3-5 Vv3-7 v3-7° V3-5 v3-7 v3-7°
Langjokull 1996-2003 264 411 372 0.893 0.571 0.503 0.007 0.180 0.138
Hofsjokull 1987-2003 278 286 300 0.918 0.688 0.628 55x 1077 0.003 0.004
Dyngjujokull 1991-2001 405 271 286 0.365 0.614 0.610 0.300 0.059 0.060
Braarjokull 1992-2003 194 185 171 0.691 0.811 0.830 0.019 0.003 0.0002
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Table 2 | Accumulated winter balance (mm) and simulated wintertime precipitation at Drangajokull, NW Iceland (cf. Figure 2). Observed winter balance is taken as the mean
of stakes above 400 m altitude in the northwestern (NW) part of the ice cap and in the southeastern (SE) part. Simulated precipitation is both taken as a nine-point mean
value (lower values) for the nearest grid cells as well as the nearest grid cell value (higher values)

Winter NWops (mm) NWpnms (mm) SEobs (mm) SEmms (mm)
2004/2005 1,797 (3 pts) 2,090/2,554 2,675 (2pts) 2,072/2,603
2005/2006 1,833 (3 pts) 2,105/2,524 2,815 (2 pts) 2,127/2,604

in Jonsdottir (2008, pp 105-106). The WaSiM model was
not run with a groundwater module. Instead, precipitation
simulated by MM5 was scaled in order to make the
simulated water balance fit the measured water balance
for individual watersheds. A detailed description of this
method can be found in Section 6 in Jéhannesson et al.
(2007, pp 50-53) and Jonsdéttir (2008, pp. 103-106).
Therefore, comparison of measured and simulated water
balance cannot be directly used for validation of the model-
generated precipitation. According to the non-scaled MM5
output for the period 1961-1990, mean precipitation for
the whole of Iceland was 1,790 mmyr ™ *. After scaling the

1 .
,l.e.

precipitation, this value was reduced to 1,750 mmyr
by approximately 2%. This difference can, to some extent,
be explained by the fact that precipitation falls on porous
post-glacial lava in some areas and flows through
groundwater aquifers to the ocean without participating in
surface run-off. Earlier research (T6émasson 1982) has
estimated this flow to be of the order of 33-62mmyr L.

This scaled and

accumulated
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Figure 5 \ Measured and simulated (WaSiM/MM5) mean discharge (m®s™") at the
watershed gauges. Dashed line indicates a perfect fit, while the solid line
represents the linear best fit between the measured and simulated
discharge. Same as Figure 3 and 4 in Jéhannesson et al. (2007, p 51).

non-scaled precipitation indicates that MM5 produces
comparatively unbiased precipitation estimates when inte-
grated over the whole of Iceland.

Table 3 compares observed and modelled discharge
from six watersheds (cf. Figure 6) that are not much affected
by groundwater flow. These discharge stations are the
same as used for validation of an earlier MM5 model
version (V3-5) by RJO07. The periods shown are the same
(1987-2002), for comparison purposes, as well as longer
periods where available (“starred” values in Table 3). Here,
non-scaled precipitation is used in the hydrological model-
ling in order to obtain an independent validation of the
precipitation generated by MMS5. For the 15-year period,
the difference between modelled and observed discharge
(denoted by Queas in Table 3) is reduced, or remains the
same, for four out of six watersheds when the newer version
of the MM5 model (V3-7) is used compared with the
results obtained with the earlier model version. The relative
difference between the simulated and observed water
balance is in the range —24.5 to 10.8%, with four of the
six values in the range —5 to 9%. The relative difference
between observed (denoted by Q;neas in Table 3) and
simulated run-off for the longer simulation periods ranges
between — 3.0 and 5.0%.

DISCUSSIONS

In this study, numerically simulated precipitation has been
compared with non-conventional observations of precipi-
tation, i.e. snow accumulation and run-off. This type of
data only provides validation on a much longer timescale
than conventional rain-gauge data, and the daily error
in the precipitation downscaling remains unclear. However,
the comparison with the observational data shows that the
climatological values of the simulated precipitation are
of good quality.
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Table 3 | Comparison of observed and simulated discharge (m®s™") at six discharge stations and Nash-Sutclifie coefficients of model fit, using unscaled modelled precipitation
from V3-5 and 3-7 of the MM5 model for the 15-year period 1987-2002 and for longer periods (“starred” values) for V3-7 where available (cf. Table 2 in Jénsdottir (2008)).
The longer simulation periods are, respectively, 1963-2001, 1971-2001, 1963-2001, 1976-2001, 1976-2001 and 1991-2004. The discharge stations are, respectively;
Vatnsdalsé River, Nordura River, Fossa i Berufirdi River, Hvala River, Fnjoska River and Hamarsa River. The location of the discharge areas is shown in (Figure 6)

Qcaic Difference (%) R2 R2log

Station no. Qmeas Qineas V3-5 V3-7 V3-7° V3-5 V3-7 V3-7° V3-5 V3-7 V3-7° V3-5 V3-7 v3-7°
45 12.3 10.3 134 134 10.8 8.9 8.9 5.0 0.69 0.62 0.54 0.60 0.57 0.46
128 26.8 224 29.1 29.7 22.8 8.5 10.8 2.0 0.61 0.53 0.58 0.64 0.63 0.56
148 9.1 8.2 10.4 8.64 8.4 14.3 —4.6 1.0 0.64 0.57 0.59 0.71 0.56 0.6

198 26.8 15.5 254 20.2 16.1 -52 —245 4.0 0.62 0.45 0.51 0.60 0.39 0.53
200 48.4 39.6 53.9 51.3 38.3 11.4 6.2 -3.0 0.53 0.50 0.51 0.53 0.53 0.55
265 19.6 19.9 20.8 18.6 20.2 6.1 -4.9 2.0 0.70 0.64 0.66 0.74 0.71 0.71

The present study is based on a horizontal resolution
of 8km. In areas where there is substantial subgrid
orography, changes in the horizontal resolution will
inevitably lead to locally different simulated precipitation.
Such a difference may, however, not give a proportionally
large signal in tests of the kind that are presented in this
paper. This is because the glacier observations (apart from
Drangajokull, NW Iceland) are not in the vicinity of
substantial subgrid variability in orography, and because
the run-off calculations are all based on averaging over a
substantial area.

Station 45

0

Station 200

The discharge stations, and accompanying watersheds
(cf. Figure 6) are the same as used for validation of an earlier
MMS5 model version (V3-5) by RJO07. As the WaSiM
model was not run with a groundwater module it was
necessary to compare the non-scaled simulated precipi-
tation from the MM5 model with simulated discharge from
watersheds that are not affected by groundwater flow.
Looking at a geological map of Iceland (cf. Figure 7) it is
clear that these watersheds are in areas where the geological
formations are relatively old, i.e. from the Tertiary or late
Tertiary periods. As a result the bedrock is dense with a low

# Stations
5 Watersheds

0 25 50 100
B TF——km

Figure 6 \ The location of the six watersheds and corresponding gauging stations used for validation of the MM5 precipitation data. Same as Figure 2 in RJO07.
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permeability and the groundwater flow is a negligible part of
the total run-off.

There are two key differences between the MM5 model
used in RJOO7 and the current version. One is due to
changes made in the Reisner2 microphysics scheme
(Reisner et al. 1998). Notably, V3-5 used in RJO07 used
the Kessler autoconversion scheme. Autoconversion is the
process where cloud droplets collide and coalesce with
each other and eventually form raindrops. As for V3-6,
this scheme was swapped with that of Berry and Reinhardt
as implemented by Walko et al. (1995). The Kessler scheme
has been known to produce too much precipitation
upstream of mountains. Figure 8 shows the difference
in simulated precipitation between V3-5 (as in RJO07)
and the current V3-7 for the period 1987-2002. As
expected, the older version produces more precipitation

upstream and on the upstream slopes of mountains that
are well represented at the model horisontal resolution.
This difference leads to V3-7 overestimating precipitation
at the ice caps in central Iceland (Langjokull and
Hofsjokull) relative to V3-5. However, simulated precipi-
tation at the large outlet glaciers in N Vatnajokull
(Braarjokull and Dyngjujokull) is in considerable better
agreement with observations (cf. Table 1). The second
difference is that, as of V3-6, a new land surface model,
called the NOAH land surface model (NOAH LSM)
(Koren et al. 1999; Ek et al. 2003), is used in the MM5
model instead of the older OSU land surface model.
The NOAH LSM has been shown (Mitchell 2006) to better
simulate soil heat flux and to reduce cold temperature bias,
especially over sparse ground vegetation. This difference
is sure to affect the formation of convective precipitation
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Figure 8 \ Difference (MM5 V3-7 minus MM5 V3-5) in simulated mean annual precipitation for the water years 1987-2002.

in the model. However, as the ratio of simulated convective
precipitation to explicitly simulated precipitation by the
microphysical scheme is low (less than 5% of the total
precipitation), this difference is not believed to play an
important role in the difference is simulated precipitation
between V3-5 and V3-7 of MM5. Other model com-
ponents used in this study and the RJO07 study, such as
the planetary boundary layer scheme, radiation schemes
(both short and long wave) and the cumulus scheme,
only experienced minor modification or bug fixes between
V3-5 and 3-7.

Simulated run-off based on model data from V3-5
and V3-7 is, in general, in good agreement with observed
run-off (cf. Table 3). For the 15-year period 1987-2002,
the relative difference between observed and simulated run-
off is reduced for three out of six watersheds when using
data from V3-7 of the MM5 model. The difference remains
the same for one watershed (station no. 45) and increases

for two out of six watersheds. Notably, V3-7 seems to
underestimate precipitation at gauging station no. 198,
located in NW Iceland. However, this underestimation
in run-off is not present when run-off is simulated over
a longer time period (1976-2002 vs. 1987-2002).
The relative difference drops from —24.5% to 4.0%. The
reason for this sensitivity is unclear. The Nash - Sutcliffe
coefficients of model fit remain similar for both V3-5
and V3-7, with V3-5 showing slightly greater skill.
The exception being station no. 198, where the older
model shows considerably greater skill, regardless of the
time period in question.

When looking at long term means (weeks and/or
months) of observed and simulated precipitation, as is
done here, there is always the risk of compensation of
errors on a shorter timescale (hours and/or days). Arason
et al. (2010) use the same simulated data series as is done

in this paper and compared the results in a systematic
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way to observed liquid precipitation. This was done in
order to minimize the effects of undercatchment of solid
precipitation in observations. They conclude that there are
indeed systematic errors in the simulated precipitation,
even in areas of resolved orography. Most noticable, the
risk of false alarms (i.e. the model simulates precipitation,
but none is observed) is highest in N Iceland, particularly
during winter. The probability of missing precipitation
events (i.e. precipitation is observed, but none is simulated
by the model) is greatest in the summer and on the lee
side of Iceland in southerly flows. This sensitivity to flow
regimes could, to some extent, explain the large differences
between simulated discharge (cf. Table 3, —24.5% for the
period 1987-2002 vs. 4.0% difference for the period
1976-2001) at station no. 198 in NW Iceland. Subgrid
orographic effects could also play an important role.
Figure 1 in Arason et al. (2010) shows, for example, great
variability in the relative error (MM5-Obs/Obs) for the
two stations located in the vicinity of discharge station
no. 198 in NW Iceland. The relative error of the simulated
summer (i.e. June, July and August) precipitation is 4.5%
and 73.6% for two stations, which are located within 15 km
of each other (stations Litla Avik and Gjogur, respectively).

Although there are some biases in the simulated
precipitation, important statistical properties can still be
gained from the dataset. Eliasson ef al. (2009) have extracted
statistical parameters of extreme precipitation from the
simulated time series. They find the average difference
between observed and simulated precipitation (Obs-MMS5)
at 70 out of 73 observation stations to be around —5mmd "},
with a standard error of 17 mm. As observations at the
interior of Iceland are very sparse, the simulated time series
gives important information about plausible return periods
of extreme precipitation in these regions.

CONCLUSIONS

In general, the MM5 V3-7 model results compare
favourably with the observed winter balance, in particular
for Hofsjokull, where corrections to take liquid precipi-
tation and/or winter ablation into account have been made,
and for the outlet glaciers Dyngjujokull and Braarjokull.
More extensive comparison of simulated precipitation
with glaciological observations needs to be made with

corrected mass balance data from all the ice caps. Simulated
discharge compares favourably with observed discharge for
the majority of observation sites, indicating a satisfactory
performance of the model.

There is an overall improvement of the simulated
precipitation when going from MM5 V3-5 to MM5
V3-7. However, this improvement is both period- and
site-dependent and, at some locations, the study shows a
degradation in model performance. In general, V3-7 gives
less precipitation on the upstream slopes.
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Abstract. A severe windstorm downstream of Mt. Oraefa- 1 Introduction

jokull in Southeast Iceland is simulated on a grid of 1 km

horizontal resolution by using the PSU/NCAR MM5 model |celand is a mountainous island located in the middle of the
and the Advanced Research WRF model. Both models areorth Atlantic Ocean in the northern part of the storm track.
run with a new, two equation planetary boundary layer (PBL) Due to this, the climate and weather of Iceland are largely
scheme as well as the ETA/MYJ PBL schemes. The stornyoverned by the interaction of orography and extra-tropical
is also simulated using six different micro-physics schemescyclones. This interaction can be in the form of cold air
in combination with the MYJ PBL scheme in WRF, as well damming by mountains or warm downslope descent. The
as one “dry” run. Output from a 3km MM5 domain sim- atmosphere-mountain interaction can also cause local accel-
ulation is used to initialise and drive both the 1km MM5 eration of the airflow or a forced ascending motion, causing
and WRF simulations. Both models capture gravity-waveextreme precipitation. As a result of this interaction, downs-
breaking over Mt. Oraefajokull, while the vertical structure lope windstorms are quite common in Iceland.

of the lee wave differs between the two models and the PBL  p1ountain waves and downslope windstorms have long
schemes. The WRF simulated downslope winds, using bottheen 3 target of research campaigns as well as theoretical
the MYJ and 2EQ PBL schemes, are in good agreemengng numerical researches. Such windstorms are generally
with the strength of the observed downslope windstorm. Theyssociated with vertically propagating gravity waves in the
MMS simulated surface winds, with the new two equation oposphere. Favourable large-scale flow conditions for the
model, are in better agreement to observations than when Ugjeneration of downslope windstorms include elements such
ing the ETA scheme. Micro-physics processes are shown tas strong low-level winds and strong static stability at low
play an important role in the formation of downslope wind- |eyels. A reverse vertical windshear, as describe8iinith
storms and a correctly simulated moisture distribution is de-(1983, may contribute to downslope windstorm through
cisive for a successful windstorm prediction. Of the micro- trapping of wave energy, while a positive vertical winds-
physics schemes tested, only the Thompson scheme capturggar may also act positively through amplification of grav-
the downslope windstorm. ity waves (see review bRurran 1990. The prime objective

of the T-REX (Terrain-induced Rotor EXperiment) campaign
(GrubiSk et al, 2008 in Sierra Nevada was on observations
of mountain waves, rotor flow and low- and upper-level tur-
bulence. This was done by means of ground-based obser-
vations and state of the art remote sensors and airborne ob-

Correspondence tdd. Rognvaldsson serving systems. Recently, a number of papers based on the
BY (or@belgingur.is) observations of T-REX have emerged, elizng and Doyle
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(2009 which investigates the impact of moisture on gravity = The objective of this study is to investigate the differences
wave activity. One of the main conclusion of the study is thatin the simulated dynamics of the downslope windstorm that
waves are generally weakened by high moisture near mounare caused by the differences in the dynamical cores (includ-
tain top level. Idealised cases of downslope windstorms, andng numerics) of two mesoscale models (MM5 and WRF).
the associated gravity wave activity, as well as real cases oA further objective is to investigate the sensitivity of the
downslope winds in many part of the world have been studiedsimulated downslope windstorm to different micro-physics
by many authors. The real flow cases include the celebratedchemes available in the WRF model. This is of importance
11 January 1972 Boulder windstorm (el@pyle et al, 2000  for operational numerical weather forecasts in complex orog-
and ref. therein), downslope windstorms in the Dinaric Alps raphy. Especially, in light of ever increasing availability of
(e.g. Smith, 1987 Belusic and Klat, 2004 Belusic et al, cheap computational power, high resolution simulations are
2004 and ref. therein), windstorms in Norway in westerly becoming more common. To study this sensitivity, ten sim-
flow (e.g. Grgnads and Sandviki999 Doyle and Shapiro  ulations are carried out and compared for the same event
200Q Sandvik and Hartsvei2005 and Greenland wind- as studied in OA-07. This is done by using two mesoscale
storms in westerly flowRdgnvaldsson and Olafssa?003 models: version 3-7-3 of MM5 and version 2.2 of the Ad-
Doyle et al, 2009 as well as easterly flomQlafsson and  vanced Research WRF mod8kamarock et 812005, here-
Agustsson200§ Olafsson and AglstsspR009. after called WRF, and two different PBL schemes, the cur-

Research on Icelandic downslope windstorms was quitaent ETA/MYJ planetary boundary layer mod&ié€llor and
limited until recent studies byAgustsson and Olafsson Yamada 1982 Janji, 1994 2001) and a new two equation
(2007, Olafsson and Agustssai2007) (hereafter OA-07), model Bao et al, 2008. To investigate the impact of cloud
and Agustsson and Olafssa2010. Yet the most violent  micro-physics on the simulated windstorm, five additional
winds in Iceland are in many if not most cases immediatelysimulations are done with the WRF model using different
downstream of mountains. One such windstorm hit Freysnesmicro-physics schemes in combination with the MYJ plane-
SE-Iceland, on the morning of 16 September 2004. Thetary boundary layer scheme, as well as a “dry” run without
windstorm was quite well forecasted in the region by the any micro-physics scheme. The output from the 3 km domain
operational HRAS-systen(afsson et a).2006, which at  of the simulation presented in OA-07 is used to initialise and
that time ran the MM5 modelGrell et al, 1995 at a 9km  drive all model simulations on a grid of 1 km horizontal res-
horizontal resolution. Locally, the winds became howeverolution and 40 vertical layers with the model top at 100 hPa.
stronger than the direct model output indicated. Immedi-Both the MM5 and WRF models are configured in as similar
ately downstream of the ice-covered Oraefajokull mountainway as possible. Comparisons of the simulations are made
(2110m.a.s.l.) structural damage occurred, including a housing observed surface winds, temperature and precipitation.
tel that lost its roof. This windstorm was investigated in  This paper is structured as follows: in the next section we
the OA-07 paper by utilising the MM5 numerical weather describe the synoptic overview and list the available observa-
prediction model at high resolution and by analysing avail-tional data in the area. The experimental setup is described
able observations. The OA-07 study revealed a flow structurén Sect. 3. The results are presented in Sect. 4. Discussions
characterized by a stable airmass at mountain level and a reare presented in Sect. 5, followed by concluding remarks.
verse vertical windshear in the lower to middle troposphere,
leading to the generation and breaking of gravity waves over
the mountain. The surface flow was however anomalously2 Synoptic overview and available observational data
warm. These characteristics led to the suggestion that the
Freysnes windstorm might be used as a generic name for Rigurel shows the mean sea level pressure, the geopotential
warm version of the bora windstorms. The Freysnes casdeight at 500 hPa and the temperature at 850 hPa at the time
featured at the same time strong downslope and corner windawhen wind gusts greater than 50™swere observed at the
(i.e. flow speed-up at the southern edge of Mt. Oraefajokull),Skaftafell and Oreefi weather stations (see Eifpr location
underlining the fact that simple linear and even non-linearof the stations). At the surface, the geostrophic winds are
theories of uniform flows might indeed be very different from from the ESE, while over land the surface winds are from
conditions in the real atmosphere. The downslope windspeethe ENE or NE. At 500 hPa, the flow is relatively weak (20—
simulated by OA-07 was considerably underestimated com25 ms1) and the wind direction is from the SSE. There is
pared to observations. The authors suggested that this miglat sector of warm air at 850 hPa stretching from Ireland to-
be due to too rapid deceleration of the simulated flow once itwards S-Iceland. In the early morning of 16 September, the
had reached the lowland, pointing out the fact that horizon-observed 2-m temperature at Skaftafell exceedswhbich
tal extension of downslope storms is quite sensitive to bothis about 7 above the seasonal average. The geostrophic
numerical dissipation and advection as well as numerical repwind at the surface is greater than 30thsand there is a
resentation of subgrid processes such as turbulence or eddjirectional and a reverse (negative) vertical wind shear in
viscousity. the lower part of the troposphere (OA-07). Fig@shows

the domain setup of the MM5 and WRF simulations as

Atmos. Chem. Phys., 11, 10820 2011 www.atmos-chem-phys.net/11/103/2011/



152

O. Régnvaldsson et al.: Downslope windstorm in Iceland — WRF/MM5 model comparison 105

well as local orography and the location of automatic me-
teorological stations. These are Skaftafell (SKAFT), Oreefi
(ORAFI), Ingélfshofai (INGOL), Fagurhdlsmyri (FAGHO)

and Kvisker (KVISK). Surface wind speed and direction,
gusts and temperature are all measured at these stations. Af
stations SKAFT, FAGHO and KVISK, accumulated precip-
itation is measured once to twice daily. The straight line
crossing Mt. Oraefajokull shows the location of the cross sec-
tions shown in Fig6. Hvannadalshnjukur, the highest peak
of Mt. Oraefajokull, exceeds 2100 m above sea level while N
the altitude of the Oraefajokull plateau is between 1900 and
2000 ma.s.l.

3 Experimental setup

Initial and boundary data are derived from model simula-
tions described in OA-07. In the OA-07 study, atmospheric
flow was investigated using version 3-6-1 of the MM5 model
(Grell et al, 1995. The subgrid turbulence was param-
eterized using the ETA PBL schema@agjt, 1994. The
OA-07 simulation was run with the Grell cumulus scheme
(Grell et al, 1995 and the Reisner2 explicit moisture scheme
(Thompson et a)2004. Radiation was calculated using the
CCM2 schemeHack et al, 1993. The OA-07 three domain
setup is shown in Fig3, the horizontal resolution being 9,

3 and 1km. The 9 and 3km domains are centered over Ice
land and they consists of 35690 and 196x 148 gridpoints

in the horizontal. The 1 km domain has 1357 points and

is centered over the southern part of the Vatnajokull ice cap.
The calculations employ 40 vertical (ful) levels with the
model top at 100 hPa.

In our experiment we use the OA-07 model output from
the 3 km domain as initital and boundary data to all our sim-
ulations, both with MM5 (version 3-7-3) and WRF (version
2.2). The simulation domain is the same as the 1km do-
main in OA-07 (cf. Fig.2 and Fig.3). At this resolution the
Mt. Oreefajokull peak reaches 1920 ma.s.l. The MM5 model
control setup (MM5/ETA) is very similar to that in OA-07
with the exception of a more recent version of the model
and the use of the RRTM radiation schenhégwer et al,
1997 instead of the CCM2 scheme. The MM5 model is
also run with a new two equation PBL scheme (MM5/2EQ),
described inBao et al.(2008. The two equation model is Fig. 1. Mean sea level pressure [hPa] (top), geopotential height at
based on the Mellor-Yamada level 2.5 second-moment clo200 hPa[m] (middie) and temperature at 850 hipgottom) on 16
sure (MY closure), and consists of two prognositc equations.sept_ember 2004 at 06:00 UTC. Based on the operational analysis
One for the TKE and the other for the length scale multiplied provided by the ECMWF.
by twice the TKE. As with the OA-07 simulation, both MM5

simulations use an upper radiative boundary condition. son et al. 2004, is used. Long wave radiation is calculated

_ Folr the WRF /model $kamaro<r:1k et ‘T‘ILZOOS cgntrql . using the RRTM long wave scheme and short wave radia-
simulation (WRF/MYJ) we use the Mellor-Yamada-Janji yjo is simulated using thBudhia(1989 schemé from the

(Janjt, 1994.2001) subgrid turbulence scheme. No CUMU~ VM5 model. As with the MM5 simulations the calculations
lus scheme is used as opposed to the Grell scheme in the

MMS5/ETA and MM5/2EQ simulations. An upgraded ver-  lwhen the RRTM radiation obtion is chosen in MMS5, this is the
sion of the Reisner2 scheme, the Thompson sch&@manip-  scheme used to calculate short wave radiation.

www.atmos-chem-phys.net/11/103/2011/ Atmos. Chem. Phys., 1112032011
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Fig. 2. The 1 km domain setup of the Vatnajokull ice cap and location of observational sites. The box on the right hand side shows the region
of interest around Mt. Oraefajokull (cf. Fig). The location of the Freysnes hotel coincides with location SKAFT. The colour scale to the
right represents the terrain height.

more complex WSM5 (a four class scheme without grau-
pel) and the five class WSM@16ng and Lim 2006, Lin

et al. (1983 and Thompson et al(20049 schemes. A de-
tailed description of the WSM3 and WSM5 schemes can be
found in Hong et al.(2004. Beside the differences in the
micro-physics, the model setup was that of the WRF control
simulation (called WRF/MYJ).

Finally, to find whether evaporation, and consequently
condensation, might be a relevant factor for the flow dynam-
Domain 3 ics, a “dry” simulation was carried out. This experiment was
dx=1 identical to the control simulation, with the exception that the

j microphysics and surface fluxes were turned off.

None of the simulations showed any signs of vertically re-

flected waves from the top of the model.

4 Results

4.1 Model sensitivity to PBL schemes
Fig. 3. MM5 domain setup of the OA-07 experiment, the number of
horizontal gridpoints for domains 1, 2 and 3 arex980, 196x 148  4.1.1 Surface winds, temperature and precipitation
and 175x 157, respectively. Domain 3 is the same domain as is
used in this experiment. All simulations employ 40 vertical levels. All MM5 and WRF simulations capture strong winds over
the Vatnajokull ice cap (Fig4) as well as over the low-
lands. In all simulations the flow is decelerated upstream
employ 40 vertical (fully) levels with the model top at of Mt. Oraefajokull. The simulated near surface wind
100hPa. No damping is imposed on the upper boundaryspeed, taken at the lowest half-sigma level (approximately
rather, vertical motion is damped to prevent the model from40 ma.g.l.), has a maximum immediately downstream of the
becoming unstable with locally large vertical velocities. This highest mountain (Mt. Oraefajokull). This maximum does
only affects strong updraft cores, so has very little impact onnot extend far downstream. There is also a secondary max-
results otherwise. The WRF model was also run with the twoimum of wind speed emanating from the edge of the same
equation PBL scheme (called WRF/2EQ). mountain (labeled corner-wind in OA-07). This secondary
In order to investigate the impact of various micro-physics maximum extends far downstream. Accumulated precipita-
schemes on the downslope flow we ran WRF with five dif- tion measured at SKAFT, FAGHO and KVISK is compared
ferent micro-physics schemes in addition to the Thompsorwith simulated precipitation in Tablé. Both models cor-
scheme. The micro-physics schemes range from the relarectly simulate the dry area downstream of Mt. Oreefajokull
tively simple two clasKessler(1969 and WSM3 to the (station SKAFT). On the windward side (station FAGHO)

Atmos. Chem. Phys., 11, 10820 2011 www.atmos-chem-phys.net/11/103/2011/
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Fig. 4. Zoomed in view of simulated surface wind speed frHsat lowest half-sigma level (approximately 40 ma.g.l.) by MM5 (left panels)

and WRF (right panels) at 16 September 2004, 06:00 UTC. Top panels show results from the ETA and MYJ boundary layer schemes and the
bottom panel shows results using the new two equation PBL model. The letters “BV” show the location of the vertical profile, along which
the Brunt-Vaisala frequency in Tableis calculated. The upstream distance from point B to the lateral boundaries of the 1 km domain is
approximately 60 km.

Table 1. Observed and simulated accumulated precipitation [mm],the preCiP“_a“O_” by 610_/0 (WRF/MYJ) an(_:l 58% (WRFIZ_EQ)'
between 15 September, 18:00 UTC and 16 September, 09:00 UTCI € precipitation gradient reproduced in the WRF simula-

at stations SKAFT, FAGHO and KVISK. tions (i.e., more precipitation at KVISK than at FAGHO)
is in better agreement with observed gradient than that re-
Location Observed ~MM5 | WRF | produced in the MM5 simulations. However, the precipi-

tation values in the MM5 simulations are closer to the ob-

| ETA 2EQ | MYJ 2EQ served values. With regard to wind speed, there exists a no-

SKAFT 00| 00 00| 08 038 ticeable quantitative difference between the four simulations.
FAGHO 42.4| 498 47.6| 748 743 Figure 5 shows observed and simulated 10-m wind speed
KVISK 59 | 555 459| 95.0 93.0 and 2-m temperature at station SKAFT (top) and FAGHO

(bottom). At location SKAFT, the WRF simulated downs-

lope winds, using the MYJ and 2EQ PBL schemes, are in

good agreement with the strength of the observed downs-
all four simulations tend to overestimate the precipitation.|Ope windstorm, with the maximum wind speed as great
The overestimation with MM5/ETA and MM5/2EQ is 17% 55 29 and 30 ms, respectively. The MM5 simulated sur-
and 12%, respectively, while the WRF/MYJ and WRF/2EQ face winds, with the new two equation model, are in bet-
simulations overestimate the observed precipitation by aper agreement to observations than when using the ETA
proximately 75%. This overestimation can, to some ex-gcheme. Surface winds reach 22thsvhen using the two
tent, be explained by under catchment of the rain gaugegquation model whilst the winds in the MM5/ETA simula-
due to strong winds. At location KVISK, the MM5 simu- tjgn only reach about 17m$. Further, the 2-m tempera-

lations underestimate the precipitation by 6% (MMS/ETA) tyre is captured considerably better by the WRF model than
and 22% (MM5/2EQ) while the WRF model overestimates

www.atmos-chem-phys.net/11/103/2011/ Atmos. Chem. Phys., 1112032011
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Fig. 5. Observed (solid black) and simulated (solid blue — MM5/ETA, blue dash — MM5/2EQ, solid red — WRF/MYJ, red dash — WRF/2EQ)
10 m wind speed [n13] (left) and 2-m temperaturé] (right) at station SKAFT (WMO# 4172, top row) in the lee of Mt. Oraefajokull and
at station FAGHO (bottom row).

by MM5. On average, the MM5 simulated 2-m tempera- tion INGOL is off-shore in both models. Hence, observed
ture is 2—-3 colder than measured while the 2-m tempera-and simulated fields can not be compared in a logical man-
ture in WRF is very close to the observed surface temperaner. Table2 lists the root mean square and mean errors in
ture. At station FAGHO the MMS5 results are very similar, simulated wind speed at all five stations during the simula-
both simulations correctly capture the storm at early stagesion period.

but start to tail off at 23:00 UTC on 15 September. Conse-

quently, both MM5/ETA and MM5/2EQ underestimate wind 4-1.2 Wave structure

from the mountain edge during the peak of the storm and fail _. i . )

to capture the maximum wind strength by 7.5 and 6.5ms Figure 6 shows.a cross section along line AB (cf. F#.
respectively. The WRF/MYJ and WRF/2EQ simulations from the four simulations at 06:00 UTC 16 September. In

overestimate the winds during the early stages (i.e betweeROth MMS5 simulations, the distribution of turbulent kinetic
22:00 UTC and 05:00 UTC) of the storm by 2—5mAsut un- energy (TKE) shows that there is very strong mountain wave

derestimate the observed maximum winds (30Hidy 3.5 t_)reaking betvv_egn approximately 800 and 650 hPa and very
and 3ms?, respectively. All four runs show similar skills little wave activity above 500 hPa. There is intense turbu-
simulating,surface temperature at FAGHO with RMS er- lence below 700 hPa associated with the wave breaking. At
rors ranging from 1.6(MMS5/2EQ) to 1.8 (MMS/ETA and the surface, there is also a layer of high TKE. _In spiFe of
WRF/MYJ). However, at the other three stations (ORAFI common features the MM5/ETA and MM5/2EQ simulations
KVISK, and INGOL) ,the differences in temperature be—’ reveal important differences in the wave and TKE structure.
tween the four simulations are small (not shown). At sta- Between 1%1&0'5%1@ and %%g 0 Uggo%nh? se?erpﬂbﬁr’ /té]_?pr\e
tion ORAFI both WRF simulations overestimate the mean'S stronger etween and 7 am the >
wind by approximately 5 ms! while MM5/ETA captures the simulation downslope of the mountain than in the MM5/2EQ
wind field correctly. The MM5/2EQ simulation gives wind simulation. The wave structure however remains similar.
speed values that lie between the WRF and MM5/ETA simy-Few hours later, between 01.00UTC gnd 03:00 UTC on 16
lated values, the wind speed being 2-3hkigher than ob- September, _the wave penetrates cqns@erably dgeper in the
served. At KVISK both models perform similarly, the MMS5 MM5/2EQ. simulation. Durlng this time |n.terval simulated
underestimates the winds slightly while WRF slightly over- surface wind speleq at location SKAFT Increases sh_arply
from 3 to 15ms+~ in MM5/2EQ whilst staying calm in

estimates them. With the current model configuration, sta ) . . .
the MM5/ETA simulation. This compares favourably with

Atmos. Chem. Phys., 11, 10820 2011 www.atmos-chem-phys.net/11/103/2011/
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Table 2. Root mean square (RMS) and mean errors THiof simulated wind speed at stations SKAFT, ORAFI, INGOL, FAGHO and
KVISK.

Location | MMS5/ETA \ MM5/2EQ \ WRF/MYJ \ WRF/2EQ \
RMS Mean| RMS Mean| RMS Mean| RMS Mean

SKAFT 7.2 51 4.5 3.3 4.9 4.1 4.6 3.8
ORAFI 2.2 1.9 4.8 3.8 6.8 6.0 6.6 5.8
INGOL 9.3 7.4 9.0 6.9 8.0 6.6 7.8 6.5
FAGHO 3.6 2.6 4.1 3.0 3.2 2.6 3.7 2.9
KVISK 2.1 1.6 3.2 2.6 3.0 2.4 3.0 2.4

o e o

000
o

Fig. 6. Cross section along line AB (cf. Fig) showing potential temperature (red lines) [K], wind along the cross section (blue arrows)
[ms—1] and turbulent kinetic energy (TKE) [J/kg] for MMS5 (left panels) and WRF (right panels) at 16 September 2004, 06:00 UTC. Top
panels show results from the ETA and MYJ boundary layer schemes and the bottom panel shows results using the new two equation PBL
model. The letter “S” indicates the location of SKAFT and “BV” shows the location of the vertical profile, along which the Brunt-Vaiséla
frequency in Tablé is calculated.

observations as wind speed at SKAFT increased from 5 tdIM5/2EQ simulation but the wave structure is now again
12 ms 1 during this period. At 03:00 UTC the TKE in the lee very similar. After 09:00 UTC there is very little difference
of the mountain is confined below thg = 286 K isoline in between the two MM5 simulations.

the MM5/2EQ simulation but below thg, =289 K isoline The wave structure simulated with the two WRF varia-
in the MMS/ETA simulation. During the peak of the wind-  yiong remains similar for the whole period. The same can
storm, between 06:00 UTC and 09:00 UTC on 16 September, ot pe said about the TKE distribution and intensity. The

there is stronger TKE aloft in the lee of the mountain in the j,sat of strong TKE production is evident at 22:00 UTC on
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15 September In WR_F/MY‘] and an hour later in WRF/ZEQ'TabIe 3. Observed and simulated accumulated precipitation [mm],
The maximum TKE in WRF/2EQ, between 23:00 UTC 15 eyyeen 15 September, 18:00 UTC and 16 September, 09:00 UTC,
September and 02:00UTC 16 September, is confined to @t stations SKAFT, FAGHO and KVISK using various micro-
narrow band (approximately 5km wide) directly in the lee physics schemes in combination with the MYJ PBL scheme in
of the mountain between 750 and 900 hPa height. The TKEWRF.
intensity in this region is about twice that simulated by the

WRF/MYJ during the same time interval. The width of the SKAFT FAGHO KVISK

TKE distribution in WRF/MYJ is approximately twice that Observed 00 124 59
of WRF/2EQ and the wave penetrates sligthly deeper (typ- Kessler 30.4 126.5 149 4
ically 10-20hPa). For the remainder of the simulation pe- WSM3 96 70.0 57.8
riod both schemes produce TKE of the same order of magni- WSM5 19.9 63.5 52.9
tude and with very similar distribution. Only during the peak Lin et al. 13.8 148.0 128.3
of the simulated surface winds, 08:00UTC 16 September, WSM6 8.7 110.7 93.2
WRF/2EQ simulates greater values (approximately 20%) of Thompson 0.8 74.8 95.0

TKE in the lee of the mountain but the upward reach is not as
great as in the WRF/MYJ simulation (700 hPa vs. 650 hPa).
The wave breaking, simulated by the WRF model, differsthe Thompson scheme. At FAGHO, the schemes overesti-
from the wave breaking simulated by MM5. Particularly, mate the precipitation by a factor of 1.6 (WSM5) to 2.7 (Lin
the WRF simulated wave breaking is much weaker than thaet al.). During the accumulation period observed wind speed
in the MM5 simulations. Interestingly, there is high TKE at FAGHO ranged from 10 ms at 18:00 UTC 15 Septem-
production at the surface in the WRF simulations as in theber to 30ms! at 09:00 UTC 16 September. During such
MMS5 simulations. During hours 01:00 UTC and 03:00 UTC, high wind speeds it can be assumed that a considerable pro-
downward penetration of the simulated wavestructure in theportion of the precipitation will not be measured by a con-
lee of the mountain is similar between the MM5/2EQ and theventional rain gauge as that at FAGHO. The observed wind
two WRF simulations. As with the MM5/2EQ simulation, speed at KVISK is considerably lower during the accumula-
the simulated surface wind speed at SKAFT increases sigtion period, ranging from 4mg to 15ms. As observed
nificantly during this time. For WRF/MYJ the winds change wind speed is less at KVISK than at FAGHO observations
from 2.5 to 15.5ms! and the WRF/2EQ wind speed in- give a greater underestimation of true ground precipitation
creases from 3 to 17.5m&. Observed wind speed changes at FAGHO than at KVISK. Consequently, it can be expected
from 5 to 12 ms? over this period. that simulated precipitation at KVISK will be in better agree-
ment with observed precipitation than at FAGHO.

4.2 Impact of micro-physics on the WRF/MYJ
simulations 4.2.2 Surface winds and temperature

The intensity of the simulated downslope windstorm is not
only sensitive to the PBL schemes but also to the cloud

Accumulated precipitation as simulated using the variousMicro-physics schemes. _
micro-physics schemes is shown in F&j. The effects of Figure8 shows the variation of the WRF/MYJ simulated

increased complexity within the three WSM schemes are evSurface wind speed (left) and temperature (right) at SKAFT
ident. In the simulation using the simplest three class schem&at is caused by using various options of the cloud micro-
(top right) the precipitation maximum is on the lee side of physics schemes. It is seen that there is a significant vari-
the mountain. As the effects of ice and snow hydro-meteorgtion in the simulated maximum surface wind speed cor-
is taken into account in WSMS5 (middle left), the upslope and"esponding the different cloud micro-physics schemes, and
lee side precipitation are of the same order of magnitudethe Thompson scheme appears to produce the result in the
In WSM6 (bottom left), where the effects of graupel are in- best agreement with the observation. The surface tempe_ra-
cluded, the maximum of simulated precipitation has shiftedture is also best simulated with the Thompson scheme, being
to the upwind slopes of the mountain. The downslope precipVery close to observed temperature during the peak of the
itation maximum is not seen in the relatively simple KesslerStorm (04:00 UTC to 08:00 UTC on 16 September). During
scheme. Interestingly, the precipitation pattern, using thethis period the WRF/MYJ model, using other micro-physic
Kessler scheme, is similar to that of the more complex Lin etparameterisations, overestimates the surface temperature at
al., WSM6 and Thompson schemes, although the simulateckaftafell by 1-3. However, the model does not capture the
maximum is greater. Tablg compares observed precipita- Observed temperature maximum (13.at 10:00 UTC, but

tion to simulated precipitation using the six micro-physics the Thompson scheme produces results that are closest to the
schemes. In general, all schemes overestimate the down&Pserved values.

lope precipitation at location SKAFT, with the exception of

4.2.1 Precipitation
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Fig. 7. Accumulated precipitation between 18:00 UTC 15 September and 09:00 UTC 16 September 2004. micro-physics schemes are, from
top left to bottom right: Kessler, WSM3, WSM5, Lin et al., WSM6 and Thompson.

" SKAFT

[ec]

empercture

12:60

08:00 & 00:00 05:0 12:06
16 Sep 04 15 Sep 04 16 Sep 04 16 Sep 04 16 Sep 04

Fig. 8. Observed (solid black) and simulated (dashed) 10 m wind speed![ieft) and 2-m temperature’] (right) at station Skaftafell

(WMO# 4172 — SKAFT) in the lee of Mt. Oraefajokull. Various colours represent various micro-physic parameterisations within the WRF
model: Light green — Kessler, dark green — Lin et al., light blue — WSM3, dark blue — WSM5, purple — WSM6 and red — Thompson scheme.
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4.2.3 Hydro-meteors wind speed is high (typically 25-30 m¥) but decreases with
height. At mountain height (i.e. 800 hPa) the wind speed is
There is a distinct difference between the Thompson schempetween 8 and 10 m$ and is reduced to zero between 650
and the other five schemes when it comes to simulated surand 700 hPa.
face wind speeds in the wake of Mt. Oraefajokull. The sim-
ulated wind speed is considerably less than observed wingd.3 Impact of moisture on the WRF/MYJ simulations
speed at location SKAFT in all micro-physics schemes but ) ) )
the Thompson scheme. The six micro-physics schemes df? order to investigate whether evaporation, and conse-
not differ much in either distribution nor quantity of the wa- guéntly condensation, might be a relevant factor for the
ter vapour mixing ratio. All models reveal wet cores below flow dynamics a “dry” simulation was carried out. This
700 hPa height on both sides of Mt. Oreefajokull. Over the 8XPeriment was identical to the control S|'mulat|on,' (called
mountain, where the air is descending, the water vapour mixWVRF/MYJ), with the exception that the micro-physics and
ing ratio is less than in the humid low level cores (not shown). Surface fluxes were turned off. _
Figure9 shows a cross section along line AB (cf. Fiy.for The simulated “dry” surface flow, on the lee side of
the various micro-physics scheme. The simple three clast: Oreefajokull (location SKAFT), is considerably stronger
schemes (i.e. Kessler and WSM3) simulate distinctly lessthen in the control simulation (WRF/MYJ) with full micro-
cloud water than the other four micro-physics schemes (i.ePhysics and surface fluxes (cf. FIg3, left). The lee side sur-
WSMS, Lin et al., WSM6, and Thompson). The cloud water face temperature is however on average two to f|v_e degrees
is confined to a shallow (below 700 hPa) layer on the ups-/ower than the control run temperature (cf. Fig, right)
lope side of the mountain. In contrast, the WSM5 and wsmeduring the storm, while it becomes similar at the end of it.
schemes further simulate cloud water at mountain height (ap- 1N Cross section shown in Fig4 reveals greater wave
proximately 800 hPa) in the lee of Mt. Oreefajokull. The sim- activity and more intence turbulence gbove'the lee side s!qpes
ulation done with the Thompson scheme produces a humi(_ﬂ)f the mountam than in the gontro! S|mu_lat|on. _The stability
high level (between 350 and 700 hPa) plume on the lee sigémmediately upslope of Mt. Oreefajokull is considerably less
of the mountain. There are considerable variations in thehanin the control simulation, although the stability is similar
rain water mixing ratio, both in time and space, in all micro- &t Point BV, as shown in Tablé. This leads to a weaker
physics schemes. Most noticeably, the Thompson schemBlocking in the “dry” simulation than in the control run.
shows the least rain water in the lee of the mountain during
the peak of the downslope win_d storm. In the simulation5 Discussions
of this storm the WSM6 and Lin et al. schemes favoured
the formation of graupel to that of snow. This is in con- 51  Sensitivity to boundary layer parameterization
trast to the Thompson scheme which only simulated mod-
erate amounts of graupel between 700 and 850 hPa heighThe major difference between the MM5 and WRF simula-
upslope of the mountain. This can clearly be seen inHg. tions is in the wave breaking. In the MM5 simulations, there
valid at 09:00 UTC 16 September. is greater dissipation in the mountain wave associated with
Yet another striking difference between the Thompsongreater TKE production below 600 hPa at all times than there
scheme and the other micro-physics schemes is the relativelig in the WRF simulations. In the WRF simulations, the dis-
low level (i.e. below 600 hPa) dryness in the lee of Mt. Orae- sipation takes mainly place between 950 and 700 hPa. After
fajokull (cf. Fig. 11) during the hours of maximum downs- 03:00UTC, 16 September, it is confined between the surface
lope wind speed. The wave activity is further much strongerand 800 hPa. The difference in the intensity of the simulated
when simulated with the Thompson scheme than all the othedownslope winds can be explained by less dissipation asso-
micro-physics schemes. Figut@ shows a skew-T diagram ciated with turbulence in the WRF simulations than in the
at location B (cf. Fig4) for the Thompson and the WSM6 MMS5 simulations. Since upper air observations are not avail-
simulations. It can be seen that the temperature betweeable to verify the simulated wave breaking, the accuracy of
750 and 800 hPa in the Thompson scheme is less than ithe simulated surface winds and temperature is the only mea-
the WSM6 scheme by about 2.5The upstream moist static surable performance of both the MM5 and WRF models for
stability at, and above, mountain height (i.e. between 750this windstorm event.
and 800 hPa) is greater in the Thompson simulation than the The two different boundary layer scheme perform simi-
WSM6 simulation. The same holds true for all the other larily within the WRF model, and the greatest difference is
five micro-physics simulations. Tabke shows the square found aloft. The 2EQ model gives stronger wave activity but
of the dry (upper row) and moist (lower row) Brunt-Vaisala slightly weaker sub-grid turbulence. Without observations
frequency (M) at, and above, mountain height at point BV aloft, it can not be determined which PBL scheme performs
along cross-section AB. The upslope wind speed along crossetter.
section AB is similar in all simulations, regardless of what
micro-physics scheme is used (not shown). The near surface
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Fig. 9. Cross section along line AB (cf. Fig) showing potential temperature (red lines) [K], wind along cross section (blue arrows}[ms
and cloud water mixing ratio [g/kg] at 06:00 UTC 16 September 2004. micro-physics schemes are, from top left to bottom right: Kessler,
WSM3, WSM5, Lin et al., WSM6 and Thompson.

5.2 Sensitivity to micro-physics parameterization row ridge (i.e. with halfwidth of 10 km) the Kessler and Lin
et al. schemes produced very different rain rates. The Kessler
5.2.1 Precipitation scheme had a lower rain rate and produced precipitation only

on the upslope side of the ridge whilst the Lin et al. produced
Different micro-physics schemes affect the simulated surfacérecipitation further upstream and had a distinct downslope
wind and temperature as well as the precipitation. The SimmaX|ma as well. The reason for this difference lies in a lower
ulated precipitation in the simple Kessler scheme is similarthreshold used for autoconverting cloud water to rain in the
to the simulated precipitation in the more complex WSM8, Lin et al. scheme (% 10~*gkg™) to that of the Kessler
Lin et al. and Thompson schemes (cf. F§y. For moun-  Shceme (k 10-3 gkg™1). The lower threshold values results
tains of similar height as Mt. Oraefajokull this is in agree- in greater rainfall rate in the Lin et al. scheme and also in
ment with results iMiglietta and Rotunng2006. Miglietta ~ the upstream sh_ift of the pregipitation as the convers_ion pf
and Rotunno investigated moist, nearly neutral flow over acloud water to rain occurs earlier. The downslope maximain
ridge in an idealistic framework. For a 700 meter high nar-the Lin et al. scheme is generated by a downstream ice cloud
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Fig. 10. Cross section along line AB (cf. Fid) showing potential temperature (red lines) [K], wind along cross section (blue arrow‘s}];ms
graupel mixing ratio [g/kg] (left columns) and snow mixing ratio [g/kg] (right column) at 09:00 UTC 16 September 2004. micro-physics
schemes are Lin et al. (top), WSM6 (middle) and Thompson (bottom).

and is the result of the ice microphysical processes that conKessler shcemes. The accumulated 15 h precipitation simu-
vert ice cloud to snow and then convert the snow to graupellated on the upslope hill of Mt. Oraefajokull is in general of
However, for the case of a higher (2000 m) ridge, i.e. simi-the same order as the maximum 24 h precipitation values that
lar to the hight of Mt. Oraefajokull, both schemes behave in ahave been observed on lowland in this area. The maximum
similar manner, the maximum precipitation is confined to theobserved 24 h precipitation was at location KVISK on 9-10
upstream side of the ridge with the Kessler scheme producdanuary 2002 (293.3 mm). This is a clear indication that pre-
ing greater rainfall rate. The reason is that the more intenseipitation in the mountains can be much greater than at the
vertical motions due to a higher mountain results in muchfoothills.

larger amounts of condensate than with a lower mountain.

Consequently, the intensity and the location of the upwind

precipitation maximum is not so dependent on the differ-

ing thresholds for autoconversion between the Lin et al. and
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Fig. 11. Cross section along line AB (cf. Figl) showing potential temperature (red lines) [K], wind along cross section (blue arrows)
[ms—1], and total precipitation mixing ratio [g/kg] at 09:00 UTC 16 September 2004. micro-physics schemes are, from top left to bottom
right: Kessler, WSM3, WSMS5, Lin et al., WSM6 and Thompson.

5.2.2 Upstream stability to cross the obstacle and cause a downslope wind storm. The

upstream low-level flow at, and above, mountain top level
Simulations done with WRF/MYJ in combination with vari- (approx. between 700 and 800 hPa) in the Thompson scheme
ous cloud micro-physics schemes showed little variations insimulation (cf. Tabled) is noticably more stable than in the
upslope wind-speed along cross-section AB (cf. B)g.As other runs. Conversely, the simulated upstream atmospheric
the Froud@ number is a function of the characteristic moun- stability below the mountain top level is slightly weaker with
tain height, the upslope wind-speed and upslope stability, thithe Thompson scheme than with the other schemes. Accord-
emphasises the importance of capturing the upslope stabilitjing to Smith (1985 greater upstream stability at mountain
correctly in order to determine whether the flow will be able top level tends to produce stronger downslope winds. Fur-

thermore Smith et al (2002 suggest that shallower upstream

2Traditionally, the Froude number is a measure of the ratio of blocking contributes to stronger gravity wave activity than

inertial and buoyant forces, i.e. whether there is a flow-over or adeeper blocking through a greater effective mountain height,
flow-around an obstacle.
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Fig. 12. Skew-T diagram at location B (cf. Fig) at 06:00 UTC 16 September 2004, Thompson micro-physics scheme (blue and red lines)
and the WSM6 scheme (black lines). The zoomed-in figure to the right shows that the maximum temperature differénoet{8n the
two schemes is at approximately 800 hPa height.

Table 4. The square of the simulated Brunt-Vaisala frequend3) (52] at point BV on 16 September, 06:00 UTC at various pressure levels

for all ten simulations. Herey is defined a§/ g g—‘z, where# is the dry (upper row) and moist (lower row) equivelant potential temperature,

g is the local acceleration of gravity, ands geometric height.

650-700hPa 700-750hPa  750-800hPa 800-850hPa 850-900 hPa

WRF/MYJ 131x107° 178x107° 273x10° 388x10° 123x10°°
Kessler 00 150x107° 180x10° 640x10°° 0.0
WRF/MYJ 163x107° 177x107° 222x10° 292x10° 232x10°°
WSM3 00 00 100x107° 182x10° 130x10°°
WRF/MYJ 156x107° 161x107° 252x10° 319x10° 212x10°°
WSM5 36x107°  30x10° 130x10° 205x10° 96x10°°
WRF/MYJ 170x107° 159x10°° 258x10° 343x10° 180x10°°
Line et al. 00 50x107° 240x10° 233x10° 135x10°°
WRF/MYJ 171x107° 162x10° 238x10°° 360x10° 204x10°°
WSM6 00 10x10™°> 120x1075 252x10™°> 85x10°°
WRF/MYJ 190x107° 194x10° 291x10° 308x10° 198x10°°
Thompson 1Mx10° 100x10°° 1200x10°° 0.0 00
WRF/MYJ 220x107° 176x10°° 218x107° 266x107° 192x10°°
Thompsondry 1Bx107® 63x107° 102x10°® 156x10°° 72x10°°
WRF/2EQ 190x10™° 194x10°° 292x107° 312x107° 192x10°°
Thompson @Wx10° 100x10° 800x10°° 0.0 0.0
MM5/ETA 185x107°> 195x10™® 231x10°° 348x10° 180x10°°
Reisner2 ® 0.0 00 200x107° 0.0
MM5/2EQ 186x 1072 196x107° 232x10° 348x10°° 182x10°°
Reisner2 ® 0.0 00 300x107° 0.0
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Fig. 13. Observed (solid black) and simulated (solid blue — MM5/ETA, blue dash — MM5/2EQ, solid red — WRF/MYJ, red dash - WRF/MYJ
DRY) 10 m wind speed [n13!] (left) and 2-m temperaturé] (right) at station SKAFT (WMO# 4172) in the lee of Mt. Oraefajokull.
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Fig. 14. Cross section along line AB (cf. Fid) showing potential temperature (red lines) [K], wind along the cross section (blue arrows)
[ms~1] and turbulent kinetic energy (TKE) [J/kg] for WRF/MYJ (left) and WRF/MYJ DRY (right) at 16 September 2004, 06:00 UTC.

i.e. a larger part of the mountain is above the blocked flow.5.2.3 Role of hydro-meteors
Jiang and Doyl€2009 use observations and simulations to
reach a similar conclusion in their recent paper: firstly, thatThe observed sensitivity to cloud micro-physics schemes can
near surface moisture may enhance flow-topography interbe explained by the fact that various schemes produce differ-
action and lead to stronger waves through reducing the upent upslope distributions of precipitation and hydro-meteors,
slope blocking. Secondly, that moisture further aloft tendsresulting in variation in the upslope static stability. Since the
to dampen the wave activity through a destratification of theintensity of downslope wind is directly related to the inten-
flow and lower buoyancy frequency. The simulated moisturesity of the gravity-wave, which in turn is strongly dependent
distribution aloft is different for all the moisture-schemes dis- on the upslope static stability, this sensitivity is the mani-
cussed here so that these competing mechanisms have a dféstation of the great impact of the upslope precipitation on
ferent impact on the different simulations. In summary, athe downslope wind speed. The Thompson scheme proofed
weakening of the wave activity leads to shorter downslopesuperior to the other five schemes tested in simulating the
extent of the windstorms. Consequently a boundary layerdownslope windstorm. It is highly likely that this is related to
separation occurs high on the lee slopes of the mountain inhe upward shift of the stable layer in the Thompson scheme
the flow simulated with all the schemes, except the Thomp+(cf. Fig. 12). A possible explanation for this difference may
son scheme. Furthermore, the relatively dry downstreanbe the different distribution function for graupel used in the
flow in the Thompson scheme is a result of less spillover andThompson scheme as well as differences in riming growth
a greater dry-out of hydro-meteors. from the other micro-physics schemes. The greater forma-
tion of graupel in the Lin et al. and WSM6 schemes to that
in the Thompson scheme (cf. Figj0) leads to more accre-
tion (i.e. riming and/or depositional growth) which in turn
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leads to release of latent heat as liquid hydro-meteors are bdsination with the MYJ PBL scheme in WRF, as well as a
ing turned into solid hydro-meteors. The Thompson schemedry” run. Itis found that the predictability of the windstorm

in contrast favours the formation of snow to that of grau- is strongly dependent on the parameterization schemes, with
pel. Hence, there is less accretion and greater aggregatiocomplicated interactions between the flow dynamics and dif-
that takes place. As a result there is less release of laterferent physics.

heat than in the other two simulations and the region between Both models capture gravity-wave formation over
750 and 850 hPa becomes colder (cf. Fig. 11) and more staMt. Oraefajokull, while the vertical structure of the lee wave
ble. Previous sensitivity tests, e.g. ©glle et al.(20095 have  differs between the two models and the PBL schemes. The
shown that orographically influenced precipitation is in fact simulated wave in the WRF model (using both the MYJ and
greatly dependent on snowfall velocity and snow size dis-the 2EQ schemes) is not as steep as in the MM5 simulations.
tribution. Woods et al(2007) investigated the sensitivity of The WRF simulated downslope winds, using the MYJ PBL
the Thompson micro-physics scheme to the representation afcheme, are in good agreement with the strength of the ob-
snow particle types. They demonstrated the defectiveness aferved downslope windstorm. When simulated using the new
the conventional assumption of snow particles as spheres dfvo equation scheme, surface winds are not as strong. On the
constant density. A more realistic empirical mass-diametercontrary, the MM5 simulated surface winds, with the new
relationship resulted in an increased number of particles andwo equation model, are in better agreement to observations
a shift of the snow size distribution towards larger particles.than when using the ETA scheme. The simulated surface
This in turn led to increased depositional growth of snow andtemperature in the WRF simulations is closer to the observa-

decreased cloud water production. tions than simulated temperature in the MM5 simulations.
One of the first papers employing observational data from
5.3 Sensitivity to atmospheric moisture aloft to study the impact of moisture on gravity waves is by

Jiang and Doyle (2009). They found that moisture aloft will
Compared to the control simulation with the Thompson generally weaken the wave activity while it is however de-
micro-physics scheme, the dry simulation produces a togpendent on both the thickness and location of the moist layer
fast surface flow in the lee of the mountain. This is due as well as wind speed near mountain top level. The cur-
to stronger gravity wave activity aloft, which is explained rent study reveals a sensitivity to cloud micro-physics that
by the weaker atmospheric stability immediately above thecan be explained by the difference in the simulated moisture
upstream slopes of the mountain. The weaker and shaland hydro-meteors distribution. The micro-physics schemes
lower blocking increases the effective mountain height andtested here give different downslope winds and all schemes,
the flow/mountain interaction is strong@rith et al, 2002. excluding the Thompson scheme, underestimate the downs-
Similarily, the leeside temperature deficit in the dry simu- lope windstorm. This is caused by different simulated sta-
lation is a result of the weaker blocking allowing potentially bility upstream of the mountain. How general these results
colder air to ascend over the mountain and descend down themay be remains however unclear. This emphasises the im-
leeside than in the control simulation. portance of observing micro-physical properties in cases like
When the leeside flow in the dry simulation is comparedthis in order to improve our understanding of downslope
to the flow with the other moisture schemes than Thomp-windstorms, precipitation distribution and the flow pattern in
son, it seems plausible that in addition to less favourable upgeneral and our ability to predict them.
slope condition for wave formation, some of the poor model Furthermore, this study highlights some of the difficulties
performance in the lee may be accounted for by evaporativeelated to predicting severe downslope windstorms. The en-
cooling of the excessive simulated precipitation. This shouldsemble based study &einecke and Durra(2009 showed
lead to cooling on the leeside, and increased stability at low-a strong dependence of the predictability to small-scale fea-
levels, and hence weakens the downward penetration of thtures in the synoptic flow. Here, merely changing a parame-
wave. This corresponds to the Kessler scheme, which giveterization in the atmospheric model is decisive for a success-
both excessive precipitation and weak waves. ful forecast. However, this study is not definite in giving the
correct parameterization for downslope windstorm predic-
tion, i.e. the 2EQ PBL and Thompson-schemes, which per-
6 Conclusions form best here. Windstorms in other locations of the world
and in other synoptic settings may be better represented by
A severe windstorm downstream of Mt. Oraefajokull in other parameterizations. In this light, simple ensemble pre-
Southeast Iceland is simulated on a grid of 1 km horizon-diction systems based on one or more atmospheric mod-
tal resolution by using the PSU/NCAR MM5 model and the els employing different boundary layer and microphysics
Advanced Research WRF model. Both models are run withschemes may prove a valuable tool in short range severe
a new, two equation planetary boundary layer (PBL) schemalownslope windstorm prediction.
as well as the ETA/MYJ PBL schemes. The storm is also
simulated using five other micro-physics schemes in com-
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Given the lack of upper air observations for this downslopeGrell, G. A., Dudhia, J., and Stauffer, D. R.: A Description
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